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The spin transition in LaCoO3 has been investigated using density-functional theory in combination with
dynamical mean-field theory employing continuous time quantum Monte Carlo and exact diagonalization
impurity solvers. Calculations on the experimental rhombohedral atomic structure with two Co sites per
unit cell show that an independent treatment of the Co atoms results in a ground state with strong charge
fluctuations induced by electronic correlations. Each atom shows a contribution from either a d5 or a d7

state in addition to the main d6 state. These states play a relevant role in the spin transition which can be
understood as a low spin-high spin (LS-HS) transition with significant contributions (∼10%) to the LS and
HS states of d5 and d7 states, respectively. We report spectra as well as optical conductivity data for all
cases. A thermodynamic analysis reveals a significant kinetic energy gain through introduction of charge
fluctuations, which in addition to the potential energy reduction lowers the total energy of the system.
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The rich physics of LaCoO3 (LCO), especially the
nonmagnetic to magnetic transition has been an intriguing
research topic for decades (see, e.g., Ref. [1]). The debate
regarding the origin of the transition and its understanding
in terms of the spin states of the Co3þ ion is ongoing. The
competing models are the low-spin (LS, t62ge

0
g) to high spin

(HS, t42ge
2
g) mechanism [2] and the low-spin to intermediate

spin (IS, t52ge
1
g) model with concomitant orbital ordering

[3]. The interest in this system has been recently boosted by
the potential applications of this material and its doped
phases in various environmental-friendly energy production
domains [4]. From the theoretical point, LCO addresses
one of the most challenging problems beyond band
theory approaches: the treatment of strongly correlated
materials with well-formed paramagnetic local moments.
Although the addition of static local correlations to density
functional theory (DFTþ U) [5] improved the description
of correlated materials with long range magnetic order,
only the more advanced formalism combining DFT with
dynamical mean-field theory (DMFT) [6] describes para-
magnetic systems with local moments satisfactorily [7].
The development and extension of this methodology is also
of importance for understanding the properties of other
classes of materials like colossal magnetoresistance in
manganites [8], or high temperature superconductors [9].
Many-body calculations on LCO have been performed

within DFTþ DMFT [10] and the variational cluster
approximation (VCA) [11]. In the first case, the spin state
transition was described as a smooth crossover from the
homogeneous LS state into a nonhomogeneous mixture of

all three spin states. On the other hand, the VCA calcu-
lations showed that only the LS and HS states play a role
[11]. The most recent attempts to settle the matter by means
of DFTþ DMFT [12,13] used continuous-time quantum
Monte Carlo (CT-QMC) impurity solvers [14]. In both
calculations, an LS-HS transition results. No evidence of an
IS configuration was obtained, even upon going beyond the
d6 ionic picture [13]. Including d7 and d8 states to describe
the local dynamics of the system allows us to interpret the
spin state transition as an LS (with few HS ions) to an LS-
HS short range ordered phase, with a subsequent melting of
the order at higher temperatures. At room temperature,
when 50% LS-HS population is expected, a Co(LS)-O-Co
(HS) arrangement is anticipated. Most of the many-body
calculations assumed equivalent Co atoms, except for a
couple of DFTþ U works [15,16]. In a ground-breaking
study on a two band Hubbard model, Kuneš and Křápek
[17] showed that charge imbalance between sites can occur
on purely electronic grounds and possibly constitutes an
important piece in the LCO spin state transition puzzle.
In this Letter, we bolster this proposal by reporting on the

first ab initio study of correlation-driven charge and spin
fluctuations in LCO within the DFTþ DMFT formalism
for inequivalent Co atoms. Our results show that symmetry
breaking of the Co sites creates a correlation-driven charge
and spin fluctuation of purely electronic origin. LaCoO3

is a perovskite showing a small tetragonal distortion
of the CoO6 octahedra that varies with temperature [18].
To describe it, we start from DFT calculations using the
experimentally determined structures for 5 K, 300 K, and
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650 K. We use a rhombohedral unit cell containing two
formula units. The VASP code [19] with projector aug-
mented wave basis sets [20,21] and the Perdew-Burke-
Ernzerhof [22] functional was employed. A Wannier type
construction using projected local orbitals, as described in
[23,24], was applied to construct a low energy model,
which contains the on-site energies and hoppings extracted
from DFT. We focus here on the 3d orbitals of Co, avoiding
ambiguities that arise from the use of dþ p models in
DFTþ DMFT [25,26]. Since the system is not cubic, a
straightforward Wannier construction produces a basis that
retains on-site mixing between the Co t2g and eg orbitals.
This local t2g-eg hybridization is mostly a consequence of
the choice or orbital representation; therefore, we have
performed a unitary transformation to minimize it. The
usual choices are a rotation into the so-called “crystal field
basis” or into a basis that locally diagonalizes the DFT
occupancy matrix [27,28]. The data presented were
obtained using the latter approach. We have explored both
approaches and found that the choice has no qualitative
effect.
In DFT, we find a set of three orbitals very close in energy

(two eπg and one a1g, that we, for brevity, call t2g) and two
orbitals (eg) higher in energy by about Δ ∼ 1.5–1.65 eV.
We solve an effective multiorbital Hubbard model within
DMFT using hybridization expansion CT-QMC [14,29]
as well as exact diagonalization (ED, Lanczos method
[30]) as solvers. To treat the two Co atoms in the unit cell
independently, we employ the so-called inhomogeneous
or real space DMFT [31], where we have to solve an
impurity model for each correlated atom α in the unit cell,
and the atoms effectively interact via their respective baths
of conduction electrons. The effective five band model
including the Coulomb interaction and a double counting
correction (DC), then, contains the following terms:

Ĥ ¼ Ĥ0 −
X

α;m;σ

μDCα n̂αm;σ þ
1

2

X

α;i;j
σ;σ0

Uijkl
α ĉ†αiσ ĉ

†
αjσ0 ĉαlσ0 ĉαkσ;

where Ĥ0 is the DFT Hamiltonian, ĉ†αiσ is the creation
operator of an electron on siteα inWannier state i and spin σ.
The double counting, ∝ μDCα , amounts to a shift of the
chemical potential for the Co 3d shell and is determined self
consistently [32]. To obtain the Coulomb interactionmatrix,
we employ the parametrization via Slater integrals [38]
connected to the average direct and exchange couplings
U and J: F0 ¼ U, J ¼ 1=14ðF2 þ F4Þ and F4 ¼ 0.625F2.
Depending on the solver, either the full Coulomb interac-
tion (ED) or terms proportional to n̂αi;σ ¼ ĉ†αiσ ĉαiσ (QMC)
were used.
To properly describe the system within DFTþ DMFT

the appropriate choice of the Coulomb interaction is
crucial. In the case of LCO, the problem is delicate since
after the DFTþ U calculations that introduced the LS-IS
model [3], it has been widely believed that it is strongly

correlated with an on-site Coulomb interaction of
U ¼ 8 eV. Recently, constrained DFT results proposed a
value of U ¼ 6 eV [13]. Such values might be appropriate
in dþ p models, but are, however, too large for d only
calculations. Since we are not aware of any ab initio
estimates for the Co 3d shell only, measurements of the
excitation gap in LCO have been used as a guide. A gap of
about 0.9 eV was measured from photoemission and
absorption spectra [39], while 0.6 eV [40] and 0.3 eV
[41] were obtained from optical measurements. We were
able to obtain a charge gap∼1 eVwith a value ofU ¼ 3 eV,
which was used in all subsequent calculations. We have,
however, explored the effects of increasing the Coulomb
interaction [32].
Since the value of the Hunds coupling J is, for a fixed U

and crystal field splitting Δ, the critical parameter for the
spin transition [42] we have calculated the system at
different values of J. To account for the temperature, the
calculations were performed for the experimental lattice
structures determined at the temperatures 5 K, 300 K and
650 K [18]. In the impurity solver we used the calculation
temperatures 116 K, 290 K, 580 K (inverse temperatures
β ¼ 100; 40; 20 eV−1) for these structures respectively.
In a first approximation, the two Co atoms were con-

strained to be in the same charge and spin state. The
calculations show that for the three crystal structures and
their respective crystal fields a spin state transition occurs at
about Δ ∼ 2J, i.e., for J ∼ 0.75–0.8 eV. In Fig. 1a we have
plotted our data for U ¼ 3 eV as a function of the “lattice
temperature” and J. We can see that there is a crossover
region, that we call mixed spin (MS), between the homo-
geneous LS (white region) and HS (blue region) phases.
The transition is governed by an increased admixture of
the HS contribution to the LS state. The CT-QMC solver
allows for an analysis of the local eigenstates contributing
to the partition function during the imaginary time
evolution. The states observed here are almost pure
LS or HS (> 90% probability), i.e., d6S¼0 and d6S¼2 with

FIG. 1 (color online). Phase diagram as a function of the lattice
temperature and the Hunds rule coupling J for U ¼ 3 eV. The
colored (shaded) parts illustrate different regions, white indicating
LS and blue (gray) HS. (a) Homogeneous phase exhibiting the LS,
MS, and HS states as indicated by the data points. (b) shows the
data points and possible phase regions for the calculation with
inequivalent Co atoms. The checkerboard pattern now indicating
the LS-HS phase where strong charge fluctuations are present.
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no contributions from IS (d6S¼1) and small (∼3%) ones from
d5S¼1=2 and d7S¼3=2.
In a second step, the constraint of equivalent Co atoms

was removed. In this way, we can take the first step beyond
single-site DMFT and explore how susceptible the system
is to charge fluctuations between neighboring Co atoms.
The calculations show that within this assumption, strong
charge fluctuations between the two ions develop. This can
happen spontaneously via noise introduced by the QMC
procedure without introducing a double-counting correc-
tion (or with identical double countings on both atoms), but
we have also introduced a small difference in the levels
(μDC1 -μDC2 ¼ 0.02 eV) in the first DMFT iteration to render
the two atoms explicitly inequivalent [43]. This is akin to a
“kick” often used to explicitly break a symmetry of the
system, e.g., in magnetic calculations. At small J, the two
atoms both converge to the LS configuration as before, but
with increasing J charge fluctuations between the two
atoms occur, see the LS-HS region in Fig. 1(b).
Regarding the spin configuration, in the LS-HS phase,

one atom will be in a predominantly LS and the other in a
predominantly HS state. Additionally, the occupancies of
the Co 3d shells deviate from N3d ¼ 6, see Table I.
Consequently, the QMC partition function shows sizeable
contributions of d7S¼1=2 on atom 1 and d5S¼3=2 on atom 2,
respectively. Other theoretical results and the interpretation
of experiments [2,44] indicate that such a state exists in
LCO at room temperature. The charge disproportionation
observed here is expected to improve the quantitative
agreement with experimental data as already realized in
Ref. [13]. Moreover, the presence of d5 and d7 states will
produce new terms in the soft x-ray absorption spectra that
are expected to contribute significantly at the low energy
side of the Co-L3 edge, where d6 cluster calculations result
in too low intensity [44].
To clarify, since the Co atoms are equivalent by lattice

symmetry, in an exact solution of the correlated model for
LCO, a static charge disproportionation would not be
present. Charge ordering has been seen in thin films of
LCO, but there is no evidence of it in the bulk [45].
Nevertheless, nonlocal dynamical charge fluctuations should

bevery strong inbulkLCOdue to theproximity to the surface
(thin film) charge-density-wave instability. In a hypothetical
exact calculation, these effects would be encoded in the
frequency dependence of the nonlocal electronic self-energy
Σðk;ωÞ. Since Σðk;ωÞ cannot be calculated for such a
complex multiorbital system, we model charge fluctuations
in the local DMFT theory using the possibility of a broken
symmetry solution between the Co atoms. The tendency of
the DMFT to establish charge order in the parameter range
relevant for the spin state transition gives an indication of
possible charge fluctuations in bulk LCO. However, DMFT
is known to overestimate ordering tendencies and, in certain
cases, even predict order, where there should be none, like in
the two dimensional Hubbard model [46].
From Fig. 1, one can see that the spin transition can be

studied as a function of the Hunds coupling J and of the
temperature. This implies, that the transition can be driven
only by electronic means, as shown by model calculations
[17]. In the following, electronic structure will be inves-
tigated as a function of J assuming the 300 K crystal
structure, which exhibits all relevant features. The evolu-
tion of the Co 3d spectra as a function of J is given in
Fig. 2. The orbitally resolved spectral function (obtained
via maximum entropy [47] from the QMC Green’s func-
tion) is shown for the homogeneous LS and HS states of
the 300 K crystal structure in Fig. 2(a). Changes occur
especially in the unoccupied part of the spectra, suggesting

TABLE I. Most probable many-body configurations for the
300 K structure with two inequivalent Co atoms as a function of
the Hunds coupling J obtained from the analysis of the CT-QMC
imaginary time evolution (in %). Numbers missing to 100% are
due to minor contributions of other atomic states.

J (eV) Co (N3d) d6S¼0 d51=2 d71=2 d53=2 d73=2 d62
0.60 1 (6.0) 93 4 3 � � � � � � � � �

2 (6.0) 93 4 3 � � � � � � � � �
0.75 1 (6.1) 81 3 15 � � � � � � � � �

2 (5.9) � � � � � � � � � 12 3 82
0.90 1 (6.0) � � � � � � � � � 3 7 87

2 (6.0) � � � � � � � � � 3 7 87

FIG. 2 (color online). Orbitally resolved spectral functions for
the 300 K crystal structure at solver temperature of 290 K. (a) The
homogeneous HS (J ¼ 0.9 eV, left) and LS spectra (J ¼ 0.6 eV,
right) with atomic states given as an inset. (b) Results for the
asymmetric Co configuration for the values of J indicated along
with the largest and second largest many-body contributions in
the LS-HS phase.
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that experiments addressing those states will be relevant to
understanding the system in more detail [48]. The LS state
in Fig. 2(a) is closest to the DFT solution, the strongest
modification is the rigid upward shift of the eg bands and,
as a consequence, the gap opening between the t2g and eg
states. This is in accordancewith combined DFTand cluster
calculations [49] as well as recent DFTþ DMFT [13]. The
formation of local moments in the higher temperature
HS states leads to the appearance of additional features
in the spectrum. As a result, the gap changes its character
from t2g-eg to t2g-t2g with incoherent t2g excitations on both
gap edges. The occupied parts of the spectra exhibit a
transfer of spectral weight away from the strong t2g
excitation peak towards higher binding energies as the LS
to HS crossover commences [13]. The spectral function for
the asymmetric Co configuration is displayed in Fig. 2(b) for
the LS-LS (J ¼ 0.6 eV), the LS-HS (J ¼ 0.75 eV), and the
HS-HS (J ¼ 0.9 eV) arrangements. Again, as the transition
fromLS-LS toHS-HS commences via LS-HS, theweight of
the t2g excitation peak is increasingly redistributed.Also, the
progressive reduction of the gap expected from experiments
is observed [44,49,50]. The tendency of the system to
introduce charge fluctuations can be understood by analyz-
ing the total energies for all relevant situations. Considering
the one-electron, kinetic and potential energies, one finds a
region where the LS-HS state is energetically favored [32].
For the 300 K structure, we have also performed

ED calculations using five sites to parametrize the bath
(5þ 5 model) and the full Coulomb interaction. The
spectra obtained using this methodology are shown in
Figs. 3(a) and 3(b) and are qualitatively close to the QMC
spectra; differences are understood as inherent methodo-
logical ones. Since ED gives us immediate access to real
frequency quantities, we were able to calculate the optical
conductivity, as shown in Fig. 3(c) using the approach of
Ref. [51]. Details concerning this calculation are given in
the Supplemental Material [32]. Since only the Co d bands
were included, only d-d transitions are captured and d-p or
other transitions are neglected. Comparing to the DFT
result, which has a Drude contribution at the Fermi level
and a secondary peak at ∼0.5 eV, we see that all solutions
show semiconducting behavior with a “foot” followed by
the onset of interband transitions. The data show a clear
trend: the LS has the largest gap with a gradual increase of
the response beyond 2 eV, while the HS phase has a smaller
gap followed by a peak. The LS-HS state is at low energy
following the HS, but with a weaker feature around 1.5 eV
and a more distinct feature around 2.5 eV. Experiments also
find two main features, one at 1.5 eV that increases when
the temperature is increased, marking the population of the
HS state, as well as a second feature at 2.5 to 3.0 eV
[52,53]. Thus, our data reproduce this general trend.
However, it can only give a first hint at what to expect in
an experiment. Especially, the onset of d-p transitions can
become important at energies higher than a few eV [51].

In summary, DFTþ DMFT calculations for the two
atomic unit cell of LaCoO3 show that, upon treating the
Co atoms independently, strong charge fluctuations develop
in the system. As a consequence, the spin transition can be
understood as a transition from a homogeneous LS to a LS-
HS state with strong charge fluctuations and, subsequently,
into a homogeneous HS state. This provides a novel under-
standing of the system in which the charge fluctuations are
present in the system from first principles. Angle resolved
photoemission experiments as a function of the temperature
and time-resolved x-ray absorption studieswith femtosecond
resolution should allow us to verify the proposed model.
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