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Abstract

Optimizing Aerosol-Based Sample Delivery for Single Particle Imaging at
X-Ray Free-Electron Lasers

University of Stuttgart
Faculty 4 - Energy-, Process- and Bio-Engineering

By Safi Rafie-Zinedine

One of the most promising applications of X-ray Free Electron Lasers (XFELs) is the
imaging of isolated particles, such as proteins, using single-particle X-ray diffractive imag-
ing (SPI). This technique can provide high-resolution structural information on individ-
ual particles and facilitate the study of dynamic processes at the nanoscale. SPI, employ-
ing gas phase injection through an aerodynamic lens stack (ALS), has attracted significant
attention due to its low background scattering and suitability for high-rate data collection.
Despite these advantages, these SPI experiments encounter several challenges, especially
with smaller and lighter biomolecule particles. These include low signal strength, limited
collected datasets, high background scattering, and issues with sample compatibility in
delivery system. In this doctoral thesis, I address the latter three challenges by developing
and optimizing traditional electrospray-based gas phase sample delivery systems for SPI at
XFELs. My research aims to enhance particle transmission efficiency, reduce background
scattering, and expand the conductivity range of these systems to enable high-resolution
imaging of smaller biological particles.

I have developed three modified electrospray systems based on the traditional system to
improve SPI at XFELs: enhanced electrospray, helium electrospray (He-ES), and coaxial
helium electrospray (CHeES). The enhanced electrospray, upgraded from the traditional
system by exploring different neutralizers and geometries, achieves an eightfold increase
in particle transmission efficiency by employing a VUV neutralizer and optimizing the
counter electrode’s orifice size. This enhanced system achieves over 40% particle transmis-
sion from solution to the X-ray interaction region. The He-ES system uses a 3D-printed
nozzle to reduce N2 and CO2 usage compared to traditional electrospray while ensuring
stable sample delivery. It enhances particle delivery efficiency tenfold for 26 nm-sized
biological particles and decreases gas load in the interaction chamber by 80%. Lastly, the
CHeES system uses a coaxial 3D-printed nozzle to accommodate a broader conductivity
range up to 40 000 μS/cm—eight times higher than traditional systems, and to lower
background noise using He-ES technique. In tests at the European XFEL, the CHeES
system notably lowered background noise by more than threefold in helium mode.

My findings indicate improvements in transmission efficiency, background noise reduc-
tion, and sample versatility in SPI experiments, potentially enhancing both data quality
and quantity. These advancements could yield higher-resolution structures and expand
the scope for studying diverse biological and material science samples. My research has
broader implications for structural biology, as obtaining higher-resolution structures is
crucial for understanding the atomic structure of proteins and other biomolecules.

xiii





Zusammenfassung

Eine der vielversprechendsten Anwendungen von Freie-Elektronen-Röntgenlasern (XFELs)
ist die Abbildung isolierter Partikel, wie Proteine, durch Einzelpartikel-Röntgenbeugungs-
Bildgebung (single particle imaging, SPI). Diese Technik kann hochauflösende strukturelle
Informationen über einzelne Partikel liefern und die Untersuchung dynamischer Prozesse
im Nanobereich erleichtern. SPI, bei dem Proben in Gasphase durch ein aerodynamis-
ches Linsensystem (ALS) in die Vakuumkammer eingebracht werden, hat aufgrund seiner
geringen Hintergrundstreuung und seiner Eignung für die Sammlung von Daten mit ho-
her Rate große Aufmerksamkeit erregt. Trotz dieser Vorteile stoßen SPI-Experimente auf
mehrere Herausforderungen, insbesondere bei kleineren und leichteren Biomolekülpar-
tikeln. Diese umfassen eine geringe Signalintensität, begrenzte gesammelte Datensätze,
hohe Hintergrundstreuung und Probleme mit der Kompatibilität der Proben im Liefersys-
tem. In dieser Dissertation befasse ich mich mit den letztgenannten drei Herausforderun-
gen, indem ich traditionelle, auf Elektrospray basierende Proben-Liefersysteme bei SPI an
XFELs entwickle und optimiere. Mein Ziel ist es, die Partikelübertragungseffizienz zu er-
höhen, die Hintergrundstreuung zu reduzieren und den Leitfähigkeitsbereich der Proben-
Systeme zu erweitern, um hochauflösende Abbildungen kleinerer biologischer Partikel zu
ermöglichen.

Ich habe drei modifizierte Elektrospraysysteme auf der Grundlage des traditionellen Sys-
tems entwickelt, um SPI an XFELs zu verbessern: verbessertes Elektrospray, Helium-
Elektrospray (He-ES) und koaxiales Helium-Elektrospray (CHeES). Das verbesserte Elek-
trospray, das durch die Untersuchung verschiedener Neutralisatoren und Geometrien vom
traditionellen System ausgehend modifiziert wurde, erreicht eine achtfache Steigerung der
Partikelübertragungseffizienz durch den Einsatz eines VUV-Neutralisators und die Opti-
mierung der Öffnungsgröße der Gegenelektrode. Dieses verbesserte System erreicht eine
Partikelübertragung von über 40% von der Lösung bis zur Röntgeninteraktionsregion. Das
He-ES-System verwendet eine 3D-gedruckte Düse, um den Verbrauch von N2 und CO2

im Vergleich zu traditionellen Elektrosprays zu reduzieren, während eine stabile Proben-
lieferung gewährleistet bleibt. Es steigert die Partikellieferungseffizienz um das Zehnfache
für 26 nm große biologische Partikel und reduziert die Gaslast in der Interaktionskammer
um 80%. Schließlich verwendet das CHeES-System eine koaxiale 3D-gedruckte Düse, um
einen breiteren Leitfähigkeitsbereich der Probe von bis zu 40 000 μS/cm zu unterstützen—
achtmal höher als bei traditionellen Systemen—und um Hintergrundrauschen durch die
He-ES-Technik zu reduzieren. Bei Tests am European XFEL senkte das CHeES-System
das Hintergrundrauschen im Heliummodus um mehr als das Dreifache.

Meine Ergebnisse zeigen Verbesserungen bei der Übertragungseffizienz, der Reduzierung
des Hintergrundrauschens und der Vielseitigkeit der Proben in SPI-Experimenten, was
potenziell sowohl die Datenqualität als auch die -quantität verbessert. Diese Fortschritte
könnten zu höher aufgelösten Strukturen führen und das Spektrum der untersuchten biol-
ogischen und materialwissenschaftlichen Proben erweitern. Meine Forschung hat weitre-
ichende Implikationen für die Strukturbiologie, da hochauflösende Strukturen entschei-
dend für das Verständnis der atomaren Struktur von Proteinen und anderen Biomolekülen
sind.
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Abbreviations

ALS Aerodynamic Lens Stack

AmAc Ammonium Acetate

CDI Coherent Diffractive Imaging

CFD Computational Fluid Dynamics

CHeES Coaxial Helium Electrospray

CO2 Carbon Dioxide Gas

CPC Condensation Particle Counter

Cryo-EM Cryo-Electron Microscopy

DFFN Double Flow Focusing Nozzle

DMA Differential Mobility Analyzer

EMC Expand-Maximize-Compress algorithm

ES Electrospray

EuXFEL the European XFEL

FWHM Full Width at Half Maximum

GDVN Gas Dynamic Virtual Nozzle

He Helium Gas

He-ES Helium Electrospray

HVE High-Viscosity Extruder

ID Inner Diameter

LCLS the Linac Coherent Light Source

LCP Lipidic Cubic Phases

N2 Nitrogen Gas

OD Outer Diameter

PD Photo diode
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PDMS Polydimethylsiloxane

PEG Polyethylene Glycol

PGMEA Propylene Glycol Methyl Ether Acetate

PS Polystyrene Spheres

PVP Polyvinylpyrrolidone

RGA Residual Gas Analyzer

SAXS Small-Angle X-ray Scattering

SFX X-ray Crystallography

SMPS Scanning Mobility Particle Sizer

SNR Signal-to-Noise Ratio

SPI Single Particle Imaging

2D Two Dimensional

2PA Two Photon Absorption

2PP Two Photon Polymerization

3D Three Dimensional

VUV Vacuum Ultraviolet neutralizer

WAXS Wide-Angle X-ray Scattering

XAS X-ray Absorption Spectroscopy

XFEL X-ray Free Electron Laser

XPS X-ray Photoelectron Spectroscopy

XRF X-ray Fluorescence
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Chapter 1

Motivation

Understanding the intricate architecture of biological molecules is a gateway to unrav-
eling the mysteries of life and health. At the heart of structural biology lies the quest
to map the molecular structures of proteins and other critical biomolecules at atomic
resolution, revealing how their shapes dictate their roles in life’s processes. Traditional
techniques, primarily x-ray crystallography, have provided a wealth of information by
detailing the structures of molecules crystallized into a repetitive array. However, this
method’s requirement for crystallization presents a tricky barrier, as numerous essen-
tial proteins, especially many membrane proteins, stubbornly resist assembling into
ordered crystals necessary for this analysis [1]. The challenge to visualize the molec-
ular world in its full diversity has sparked a relentless pursuit of alternative methods,
notably single-particle Cryogenic Electron Microscopy (cryo-EM) and the innovative
use of x-ray free-electron lasers (XFELs) [2, 3].

The European XFEL is a groundbreaking facility poised to revolutionize structural
biology with its ultra-short, ultra-intense X-ray pulses [4]. These capabilities are well-
suited for single particle imaging experiments, capturing high-resolution structural
data from single particles before radiation damage occurs. This ”diffraction before de-
struction” principle overcomes the challenges faced by traditional methods [5]. This
technique not only bypasses the need for crystallization but also opens the door to
studying a broader range of biological molecules in their native states [6]. Moreover,
the European XFEL’s capability to provide insights into fast dynamic processes at
the atomic level, see Figure 1.1, holds the potential to vastly expand our understand-
ing of biomolecular function, mechanisms of disease, and the development of novel
therapeutics [7–9]. The implications of this technology extend beyond structural bi-
ology, promising to catalyze advancements across a spectrum of scientific disciplines,
including pharmacology, chemistry, materials science, and energy research, thereby
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Figure 1.1: Illustration of creating molecular movies through time-resolved experiments at XFELs: Initially, an
optical laser flash initiates a chemical reaction. Subsequently, pulses from the XFEL are delivered
at varying intervals after the initial flash. These pulses capture snapshots of the changes occurring
within the molecule. (reproduced with permission [10]).

ushering in a new era of scientific discovery and technological innovation.

On the frontier of chemistry, the European XFEL offers a window into the atomic-
level mechanics of catalysis and other chemical processes, areas where mysteries abound
despite their widespread applications in industry [11]. By enabling scientists to film
chemical reactions with unmatched precision, the facility provides insights into the
interplay between molecules and catalysts, potentially leading to more efficient pro-
duction methods and novel materials. This knowledge not only paves the way for
advancements in chemistry but also has far-reaching implications for environmental
sustainability and the development of new energy sources, illustrating the profound
impact of the European XFEL across multiple dimensions of research and innovation.

However, the single particle imaging’s promise is currently tempered by significant
challenges, particularly in the domain of sample delivery, detector technology, and
beamline instrumentation [12, 13]. In the sample delivery aspect, the ability to present
particles to the X-ray beam in an optimal state for capturing high-quality diffraction
patterns is a bottleneck that hinders the realization of single particle imaging’s full po-
tential. Efficient, versatile sample delivery with minimal background noise is crucial
for generating the volume and quality of data necessary for groundbreaking discov-
eries, yet existing systems often fall short in terms of noise reduction, compatibility
with a wide range of samples, and overall efficiency.

Addressing this challenge, the thesis investigates sample delivery methods to improve
the performance of single particle imaging experiments at XFELs. By focusing on
the creation of a sample delivery system that is not only more efficient and reliable
but also capable of handling a broader spectrum of sample types with minimal noise,
the research aims to facilitate the collection of a statistically significant number of
high-quality diffraction patterns from individual protein molecules, a prerequisite for
achieving high-resolution structural determinations [12].
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1.1 Outline of This Thesis

The aim of this study is to enhance the performance of the current electrospray (ES)-
based gas-phase sample delivery system to ensure compatibility with a broader range
of samples and to generate dense particle beams with minimal background scattering,
which is crucial for single particle imaging experiments at XFELs. To achieve this
objective, we first investigated the working principles of the electrospray as an aerosol
generator, along with the aerosol injector. We then improved the setup, where 3D
printing technology played a pivotal role, enabling the fabrication of high-precision
nozzles for the electrospray. This work marks a significant step forward in refining
sample delivery methods for single particle imaging experiments, contributing to the
journey towards achieving high-resolution imaging of single proteins at XFELs. No-
tably, modifications to the sample delivery system were employed in experiments at
the European XFEL, either in part or in entirety.

This thesis is structured as follows: Chapter 2 lays the groundwork by introducing the
fundamental concepts underpinning the research presented in subsequent chapters. It
explores the background of XFEL and single particle imaging, with a focus on sample
delivery methods, particularly aerosol injection, and the current ES-based gas-phase
sample delivery methods, highlighting their advantages and limitations. This chapter
also discusses strategies to overcome these limitations, primarily through the use of
high-precision 3D printing technology. Chapters 3 to 5 comprise the main results of
this thesis, drawing on manuscripts that have been published or submitted to scientific
peer-reviewed journals.

In Chapter 3, we examine several modifications to the ES geometry and neutralization
methods within the ES setup. By studying absolute particle transmission across differ-
ent neutralizers and ES setup geometries—while maintaining conditions suitable for
single particle imaging experiments—we discovered that a vacuum ultraviolet ionizer
achieves a transmission efficiency approximately seven times higher than that of the
previously used soft X-ray ionizer. Furthermore, by optimizing the orifice size on the
counter electrode, we attained more than 40% particle transmission from solution to
the X-ray interaction region.

Chapter 4 introduces the Helium Electrospray [He-ES] technique, which utilizes a
novel 3D-printed nozzle designed to replace most of the nitrogen and carbon dioxide
gases with helium gas in the interaction chamber, as helium has a lower cross-section
with x-rays. This technique minimizes gas background scattering and enhances the
signal-to-noise ratio. Our modifications resulted in a significant replacement of these
gases, achieving an approximately 83% decrease of N2 and CO2 in the interaction
region.
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Chapter 5 presents the development of a Coaxial Helium Electrospray [CHeES] tech-
nique, featuring a 3D-printed microfluidic coaxial nozzle, aimed at expanding the
spectrum of single particle imaging samples compatible with XFEL. By employing the
coaxial electrospray technique—which supports a wider range of sample conductivities—
and integrating He-ES, we achieved a notable reduction in background noise and
enhancement in data quality for single particle imaging experiments. The CHeES
system can handle samples with conductivities up to 40,000 μS/cm, approximately
an eightfold increase over the traditional ES system. We demonstrated the CHeES
system’s effectiveness in single particle imaging experiments at the European XFEL,
observing a significant reduction in background noise (more than threefold) when
operating in helium mode. Chapter 6 concludes the thesis and outlines directions for
future work.
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Chapter 2

Introduction

2.1 X-ray Free Electron Lasers

X-ray Free Electron Lasers (XFELs) represent the pinnacle of X-ray technology evolu-
tion, introducing a paradigm shift in the observation of molecular and atomic struc-
tures and their dynamics. They produce X-ray pulses with unique properties that sig-
nificantly enhance their capabilities compared to other X-ray generating technologies
such as synchrotrons. These properties include high photon energy, ultra-intense,
ultra-short, and spatially coherent pulses. Additionally, the European XFEL (Eu-
XFEL) has a high repetition rate, delivering these pulses in trains at a repetition rate
of 10 Hz, with each train containing up to 2700 pulses spaced 220 ns apart [14].

The high photon energy of XFEL pulses enables deeper penetration into materials,
making them particularly advantageous for dense or thick samples in various scientific
fields such as biology, material science, and geophysics. This capability allows for the
examination of the internal structures of these samples, providing insights that are
mostly inaccessible through surface or thin sample techniques like Cryo-EM.

Ultra-intense pulses contain an extremely high number of photons, which is critical
for generating strong signals from very small or weakly scattering samples that would
not produce detectable signals with less intense beams [15]. This high intensity en-
hances the signal in the collected data. One of the most groundbreaking applications
of XFELs is in single-molecule imaging, where ultra-intense pulses can indeed illu-
minate individual molecules. This enables researchers to capture detailed structural
information without the need to crystallize the molecules, opening up new possibili-
ties for studying non-crystallizable molecules.
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Although high-intensity pulses might imply a greater potential for sample damage, the
ultra-short duration of XFEL pulses, measured in femtoseconds (10−15 seconds), en-
ables capturing images before the deposited energy significantly damages the sample.
This phenomenon, known as ”diffraction before destruction,” preserves the natural
state of the biomolecules under study [5], as shown in Figure 2.1. This is particu-
larly advantageous for biological samples sensitive to radiation. Another benefit of
these ultra-short pulses is their exceptional temporal resolution, allowing scientists
to ”freeze” motion at the femtosecond scale [2, 15]. This enables the observation of
rapid events, such as electron movements within atoms or molecules during chemical
reactions—events previously inaccessible with longer pulse durations. These time-
resolved studies, essential for understanding dynamic processes, track changes in a
system over time after being triggered by an external stimulus. For instance, in pump-
probe experiments, an initial ”pump” pulse, often from a laser, triggers a reaction or
state change in a sample, and subsequent XFEL ”probe” pulses capture snapshots at
different intervals, revealing dynamics on atomic and molecular scales. Many chemi-
cal reactions and physical changes occur on the femtosecond scale, and XFELs enable
real-time observation of these processes, which is crucial for understanding funda-
mental phenomena in chemistry, physics, and materials science. This capability al-
lows visualization of state transitions, electron transfer reactions, and other ultrafast
events.

Figure 2.1: Illustration of the diffraction-before-destruction concept, demonstrated by a time-resolved exper-
iment at an XFEL using the T4 lysozyme protein subjected to varying X-ray pulse durations. This
highlights an inertial delay in protein explosion with shorter pulses of 2 fs pulse duration and sub-
sequent disintegration. (reproduced with permission [5]).

Synchrotron sources, though highly useful for a broad range of applications, typi-
cally emit x-ray pulses in the range of a few picoseconds (10−12 seconds) which are
longer compared to the femtosecond pulses from XFELs [15]. These shorter pulses
from XFELs allow for the study of ultrafast processes approximately 1000 times faster
than those observable with synchrotrons. In terms of intensity and light coherence,
XFELs generate coherent x-ray pulses that are billions of times more intense than those
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Figure 2.2: Comparison of light sources in terms of light quality and wavelength. It details the range of wave-
lengths emitted by various light sources and describes their light coherence properties, particularly
emphasizing the capability of XFEL facilities (highlighted in orange) to produce coherent X-ray
light. (reproduced with permission from European XFEL GmbH).

produced by modern synchrotrons, facilitating the observation of small and weakly
scattering samples, see Figure 2.2.

Cryo-EM is another powerful tool for studying molecular structures at high resolu-
tion; however, it typically operates at millisecond timescales [3]. XFELs, with their
ultra-short pulses, can capture events that occur within the femtosecond to millisec-
ond range, enabling scientists to observe molecular dynamics that are too fast for
cryo-EM. Additionally, since cryo-EM requires samples to be frozen, it can introduce
artifacts not present in the natural, dynamic state of the sample. By studying samples
in a more natural state without the need for freezing, XFELs provide a clearer view of
biological or chemical processes as they naturally occur.

The XFEL process starts in the injector where electrons are produced, typically through
photoemission. In this method, high-intensity laser light illuminates a photocathode
material, which emits electrons via the photoelectric effect [2, 16, 17] . These electrons
are then collected into compact bunches using electric fields and magnetic devices
called bunching cavities. These cavities adjust the electron speeds within the bunch,
allowing tighter grouping as they move through the accelerator. Following this, the
electrons enter a linear accelerator (LINAC), where radiofrequency (RF) cavities ac-
celerate them to high energies, often several gigaelectronvolts (GeV), up to 17 GeV for
the EuXFEL. Tuned to the electron frequency, these RF cavities provide energy boosts
at precise intervals to enhance acceleration efficiency. The electrons reach speeds close
to the speed of light, maximizing their kinetic energy for X-ray production.

After being accelerated, the electron bunches are directed into a series of devices called
undulators, consisting of alternating magnetic poles [18]. As the electrons navigate
through these poles, they follow a sinusoidal path, inducing a ”wiggling” motion.
This movement causes the electrons to emit radiation due to acceleration. Initially,
the radiation is incoherent. However, within the undulators, a key phenomenon
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known as Self-Amplified Spontaneous Emission (SASE) occurs [19]. As high-energy
electrons pass through the magnetic fields of the undulator, they follow a sinusoidal
trajectory, emitting X-rays spontaneously with random phases and directions, result-
ing in incoherent radiation. These emitted X-rays interact with the electron beam,
creating an oscillating electric field that influences electron motion. This interaction
causes the electrons to bunch at intervals corresponding to the emitted X-ray wave-
length, a phenomenon known as microbunching, which is crucial for amplification.
As microbunched electrons travel through the undulator, they emit more X-rays in
phase with the initial spontaneous emission, leading to constructive interference and
significantly amplifying X-ray intensity. X-ray photons travel faster than electrons, so
precise control of the delay between electron bunches and emitted X-rays is crucial.
The undulator is designed to keep electrons and X-ray photons in sync over its length,
allowing effective amplification. The process of microbunching and coherent emis-
sion causes an exponential increase in X-ray intensity. Each subsequent section of the
undulator contributes to this amplification, with electron bunches becoming more
tightly packed and emitted X-rays more coherent. Eventually, amplification reaches
saturation, where energy transfer from the electron beam to the X-rays becomes less
efficient, and X-ray intensity growth slows down. At this point, the initially incoher-
ent X-ray emission has transformed into a highly coherent and intense beam. After
several passes through the undulators, the light becomes highly coherent, enhancing
brightness and narrowing the emission spectrum. The resulting ultra-intense, ultra-
short, coherent X-ray pulses are then transported to various instrument stations for
experimental use.

The beam transport path in an XFEL is maintained under high vacuum conditions
to minimize the interaction of the X-ray beam with air molecules, which can absorb
or scatter photons, thereby degrading beam quality and increasing background noise
on the detector [18]. This vacuum is achieved using a series of vacuum pumps, such
as turbomolecular and ion pumps, that continuously evacuate air from the beamline.
Additionally, the vacuum system includes beamline isolation valves capable of quickly
isolating sections in the event of a vacuum breach or other issues. These valves are
crucial for protecting the vacuum integrity of the beamline, ensuring system stability,
and preventing widespread contamination or damage.

Between the undulators and the instrument stations, the X-ray beam passes through
various beamline components that manipulate and control the beam according to the
specific needs of experiments at the instrument stations [16, 17]. These components
include attenuators, made from materials such as diamonds, which control the beam’s
intensity. Shutter systems block the beam when not in use, maintaining safety and
operational integrity. Alignment support systems, cameras, and Yttrium Aluminum
Garnet (YAG) screens aid in visualizing and adjusting the beam’s position and pro-
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file. Monochromators, employing crystals or gratings, refine the beam to a specific
wavelength by selectively filtering X-rays. Slits, adjustable apertures in the beam path,
clean the beam by trimming its edges and removing stray photons and diffraction ar-
tifacts, thus shaping the beam profile. Focusing systems utilize Kirkpatrick-Baez (KB)
mirrors, precisely curved mirrors arranged to focus the beam. Lastly, beam diagnos-
tics systems, comprising various sensors and detectors, measure properties such as
intensity, shape, energy spectrum, and pulse length to ensure the beam meets specific
experimental requirements.

At the instrument stations, X-rays facilitate a variety of scientific experiments, includ-
ing [20]:

• Wide-Angle X-ray Scattering (WAXS): Measures X-ray scattering patterns de-
flected at small angles upon encountering a sample, capturing high-resolution
details.

• Small-Angle X-ray Scattering (SAXS): Similar to WAXS but focuses on very
small scattering angles to explore larger structures with lower resolution.

• X-ray Fluorescence (XRF): Analyzes secondary X-rays emitted from a material
after excitation by an X-ray beam.

• X-ray Absorption Spectroscopy (XAS): Measures X-ray absorption by a material
as a function of energy, revealing details about the electronic states and local
structures around specific atoms.

• X-ray Photoelectron Spectroscopy (XPS): Measures the kinetic energy of elec-
trons ejected from a material when irradiated with X-rays, providing informa-
tion on elemental and chemical states of surfaces.

• X-ray Raman Scattering (XRS): investigates low-energy excitations, including
phonons and low-energy electronic transitions in materials. This technique
enhances traditional Raman spectroscopy by utilizing X-rays instead of visible
light. XRS is particularly useful for studying materials under extreme condi-
tions, such as high pressures and temperatures.

• X-ray Crystallography (SFX): Determines the atomic and molecular structures
of crystals by measuring the angles and intensities of diffracted X-ray beams,
creating a three-dimensional electron density map.

• X-ray microscopy: Combines X-ray imaging with microscopic techniques for
high-resolution imaging at the nanometer scale.

11



• X-ray tomography: Especially Computed Tomography (CT), captures X-ray
images from various angles around an object and reconstructs them into cross-
sectional slices, which can be further assembled into a 3D model.

• X-ray Imaging: Creates images of an object’s internal structure, with methods
tailored for specific contrasts and resolutions.

• Single particle imaging: Integrates X-ray diffraction and imaging to determine
the structure of individual particles, such as proteins, without crystallization.

2.1.1 Single Particle Imaging

Coherent diffractive Single Particle Imaging (SPI) at XFELs is an advanced tech-
nique in structural biology and nanoscience, providing unparalleled views of atomic
and molecular structures of isolated particles. This method involves exposing identi-
cal particles to an X-ray beam and capturing their diffraction patterns based on the
’diffraction-before-destruction’ principle, as shown in Figure 2.3. These patterns facil-
itate the 2D and sometimes 3D reconstruction of structures, eliminating the need for
sample crystallization.

However, the 3D reconstruction of a particle’s structure from diffraction patterns in
SPI experiments introduces its own complexities, notably in phase retrieval—an es-
sential step that involves deciphering the phase information lost during the detection
of diffraction patterns. To reconstruct the sample’s electron density, the diffraction
intensity in Fourier space is measured experimentally, while the phase information is
retrieved computationally [17]. To properly understand this reconstruction process,
it is essential to start with the fundamental concepts of sample electron density in real
space and its Fourier transform in reciprocal space, along with the necessary notation
to describe the phase problem in SPI.

The electron density of a sample, denoted as ρ(r), represents the spatial distribution
of electrons within the sample at position r in real space. This function quantifies
the electron concentration at various points in a material and is fundamental to un-
derstanding the sample’s structure at the molecular or atomic level. In the context
of XFEL and SPI, the real space coordinate, r, is a vector representing a point in
three-dimensional space where the electron density is measured¹. In SPI, the elec-
tron density ρ(r) is not directly observable. Instead, the experiment measures the
diffraction pattern in Fourier space, or reciprocal space. The Fourier transform of
the electron density in reciprocal space (ρ̂(q)) is a complex function representing the

¹The real space coordinate r is typically expressed in units of nanometers (nm) or Angstroms (Å)
when dealing with atomic and molecular scales.

12



Particle injection

X-ray pulse

Diffraction pattern

Figure 2.3: Schematic of coherent diffractive single particle imaging at XFELs: A stream of single particles
intersects with a femtosecond X-ray pulse. The interaction scatters X-rays from the sample, creating
a diffraction pattern captured by a pixelated detector. Concurrently, the X-ray pulse photo-ionizes
the sample, inducing plasma formation and a Coulomb explosion in the highly ionized particle.
This sequence allows for the capture of a single diffraction pattern from each particle. A large
dataset of these patterns, collected from identical particles in random orientations, is analyzed to
reconstruct the particle’s 3D structure. (reproduced with permission from European XFEL GmbH).

amplitude and phase of waves that reconstruct the electron density ρ(r) upon inverse
transformation. It is calculated as:

ρ̂(q) =

∫
ρ(r) exp(−2πiq · r) dr

where q is the reciprocal space coordinate, a vector in reciprocal space, directly related
to the angles at which X-rays are scattered by the sample. It is defined in inverse units
of real space (e.g., inverse Angstroms).

One of the primary challenges in SPI is the phase problem. During the measurement
of diffraction patterns, detectors count only photons, and therefore, only the intensity
of the scattered waves, I(q), is recorded, not the phase information. This intensity,
representing the squared magnitude of ρ̂(q), is given by:

I(q) = |ρ̂(q)|2

While this intensity is directly observable in experiments, the phase information,
ϕ(q), essential for reconstructing the image, is lost during this process, leading to
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the phase problem where the challenge is to retrieve:

ρ̂(q) =
√
I(q) exp(iϕ(q))

where ϕ(q) denotes the phase of the wave at each point in reciprocal space.

To reconstruct ρ(r) from I(q), it is necessary to computationally retrieve the lost
phase information. The inverse Fourier transform is employed to convert the mea-
sured intensities, alongside the computationally retrieved phase, back into the real-
space electron density:

ρ(r) =

∫
ρ̂(q) exp(2πiq · r) dq

Phase retrieval is complex and typically requires iterative algorithms to estimate ϕ(q).
The process is further complicated by noise and experimental errors, which can distort
the measured diffraction patterns.

The Gerchberg-Saxton algorithm is one of the simplest and earliest methods devel-
oped for phase retrieval [21, 22]. This iterative algorithm alternates between real
and reciprocal spaces to estimate missing phase information from measured inten-
sity data. It begins with an initial guess for the phase, ϕ0(q), often assumed to be
zero or a random distribution. The initial Fourier amplitude is then calculated as
ρ̂0(q) =

√
I(q) exp(iϕ0(q)). The process continues iteratively: first, compute the

inverse Fourier transform to estimate the real-space electron density:

ρn(r) =

∫
ρ̂n(q) exp(2πiq · r) dq

Next, apply real-space constraints by modifying ρn(r) to fit known constraints, such
as non-negativity and support constraints. Then, compute the Fourier transform of
the modified real-space density:

ρ̂′n(q) =

∫
ρ′n(r) exp(−2πiq · r) dr

Enforce measured intensities by replacing the amplitude of ρ̂′n(q)with the square root
of the measured intensities while preserving the computed phase:

ρ̂n+1(q) =
√
I(q) exp(i arg(ρ̂′n(q)))

Repeat the iterative process until convergence is achieved, typically indicated by min-
imal changes between successive iterations or by reaching a maximum number of
iterations.
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Since the Gerchberg-Saxton algorithm was introduced, significant advancements in
phase retrieval have enhanced the robustness and efficiency of image reconstruction
from diffraction data. Notably, Fienup’s algorithms, including the Hybrid Input-
Output (HIO) and Error Reduction (ER) methods, address the non-convex nature of
phase retrieval [22]. These methods improve convergence and accuracy by iteratively
refining phase guesses and applying real-space constraints effectively. Additionally,
the use of oversampling methods, which collect more data points than the Nyquist
sampling theorem requires, leverages redundant information in oversampled Fourier
transforms. This enhances solution stability and uniqueness, making the algorithms
more resistant to noise and experimental imperfections. The Shrinkwrap algorithm
further advances phase retrieval techniques by dynamically adjusting the support con-
straint of the electron density map based on the evolving reconstruction [23]. This
adaptation focuses the retrieval process on the most relevant parts of the diffraction
pattern, thereby improving convergence rates and the quality of the final image. These
developments collectively advance the accurate reconstruction of complex structures
in coherent diffractive imaging.

The Expand-Maximize-Compress (EMC) algorithm is another method designed for
addressing the challenges of SPI data from XFEL experiments [24]. It uses an it-
erative process to fit a model of the particle to the measured diffraction patterns.
This process involves adjusting the model to make the synthetic diffraction patterns
it generates align as closely as possible with the actual measured patterns. This ap-
proach effectively reconstructs the particle without explicitly calculating the phase at
every point, focusing on finding a model that best explains the observed data. This
algorithm processes millions of noisy, incomplete, and unoriented diffraction pat-
terns from identical copies of a single particle. It comprises three steps: Expand,
Maximize, and Compress. In the expand step, the EMC algorithm transforms each
observed diffraction pattern into a full set of potential orientations to construct a de-
tailed three-dimensional intensity model, representing a probability distribution of
all possible orientations and positions. The maximize step refines this model to better
match the experimental data by adjusting intensities and orientations, enhancing the
likelihood of the observed data fitting the model through iterative refinement. The
compress step reduces the complexity of the model by consolidating similar structures
and orientations, effectively compressing the data into a more manageable form while
retaining the essential features needed for accurate reconstruction.

Implemented in software like Dragonfly and utilizing parallel computing frameworks
such as MPI+OpenMP, the EMC algorithm efficiently handles large data volumes and
complex computations required in XFEL experiments [25]. After constructing the 3D
intensity model of the diffraction volume, the next task involves retrieving phase in-
formation lost during the measurement process, as only intensities are captured. The
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EMC algorithm aids in this by robustly modeling the origins of each diffraction pat-
tern within the volume. Phase retrieval is then achieved through iterative techniques
that estimate the phases, which, when combined with the intensities, reconstruct the
sample’s real-space structure. However, the EMC algorithm encounters several chal-
lenges: it must deal with the inherently noisy and incomplete nature of diffraction
data from XFEL experiments, necessitating advanced noise filtering and data process-
ing techniques. Moreover, it requires substantial computational resources, including
memory and processing power, to handle and analyze large datasets.

The successful reconstruction of a particle’s structure at atomic resolution in SPI at
XFELs depends significantly on the quality and quantity of the diffractive patterns
captured during experiments. A high Signal-to-Noise Ratio (SNR) is essential, as it
ensures that details within the diffraction pattern are clearly distinguishable from the
noise [26, 27]. This clarity is crucial because the finer details of the pattern, corre-
sponding to higher spatial frequencies, encode information about the atomic-scale
structures within the sample. Moreover, the phase retrieval process, crucial for re-
constructing both the amplitude and phase of the wavefront from the measured in-
tensity, depends heavily on this clarity. Noise primarily affects the lower intensity
regions of the diffraction pattern, which can lead to errors in estimating the phase
information. Such misestimation directly impacts the accuracy and fidelity of the
reconstructed real-space image. Furthermore, most phase retrieval algorithms, in-
cluding the Gerchberg-Saxton and Fienup algorithms, are iterative and sensitive to
initial conditions and data quality. Noise can cause these algorithms to converge to
incorrect solutions or to fail to converge, especially when the iterative steps amplify
the noise level in each cycle. To mitigate the effects of low SNR, methods such as over-
sampling are employed, where the Fourier transform of the object is sampled more
frequently than the Nyquist rate [28]. Although this redundancy helps stabilize the
phase retrieval, it requires the collection of more data.

Over time, driven by advances XFELs and computational data analysis, SPI has tran-
sitioned from theory to a practical tool. It successfully determined the structures of
samples, including cells [29], viruses [30–39], cell organelles [40], proteins [27], lipid
vesicles and synaptic vesicles [41], and inorganic nano-particles [42, 43].

Despite significant achievements, SPI faces key challenges in reconstructing high-
resolution structures, particularly with smaller, lighter biological samples [44]. To
enhance both the quality and quantity of diffraction data for better reconstruction,
several areas can be optimized. These include improving sample delivery systems to
increase the efficiency of particle transport into the X-ray beam’s path, reducing back-
ground noise from the delivery medium, and ensuring compatibility with a diverse
range of samples. Additionally, increasing the X-ray fluence from XFELs can en-
hance the signal from weakly scattering particles, although it can also increase the
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background scattering, by providing more diffracted photons in the diffraction pat-
tern. Advancements in detector technology could reduce intrinsic noise and support
higher acquisition rates, and implementing advanced computational algorithms can
optimize phase retrieval and improve the accuracy of reconstructed images.

2.2 Sample Delivery Systems for SPI Experiments

At the heart of a successful SPI experiment lies the challenge to efficiently deliver
samples to the interaction region of an XFEL in a manner that maximizes data quality
and quantity while minimizing sample consumption. Among the diverse strategies
developed for this purpose, liquid jet systems, fixed target, and gas phase injections
stand out for their unique capabilities. Each of these methods plays a crucial role in
the evolving landscape of SPI experiments.

Liquid jet systems employ several devices for delivering samples in a fluid medium.
Notably, the Gas Dynamic Virtual Nozzle (GDVN) injector allows sample delivery
within an uninterrupted liquid stream, achieving tunable stream diameters by adjust-
ing the nozzle size and gas flow [45, 46]. This system utilizes a sheathing gas to create
a ”virtual” nozzle, accelerating and focusing the liquid into a cylindrical jet with di-
ameters as small as a few micrometers, as illustrated in Figure 2.4. GDVN technology
has been applied in various X-ray scattering experiments, including SFX, SAXS, and
WAXS [8, 13, 46–53].

However, the GDVN injector, while widely used, exhibits several disadvantages, par-
ticularly for SPI. Its use of a liquid carrier medium results in strong X-ray scattering,
which elevates background signals and complicates the measurement of diffraction
patterns from weakly scattering samples, such as biological samples, where the con-
trast between the liquid and the biomolecule is low. Additionally, the creation of
shockwaves can damage upstream samples, an issue mitigated in gas-phase injection,
thereby underscoring aerosol injectors’ distinct benefit.

Furthermore, GDVN injectors exhibit high sample consumption rates, typically with
flow rates of 20 µL min−1, for stable jets of protein crystal suspensions exceeding
1011 crystals per mL. These rates pose challenges for valuable or hard-to-obtain sam-
ples [53]. The stability of the liquid jet in the GDVN injector is sensitive to the flow
rate, and lower flow rates may not be suitable for all samples. To address this issue, the
double-flow focusing nozzle (DFFN) was developed, as documented by Oberthuer et
al. in 2017 [56]. The DFFN employs a coaxial, faster-flowing outer liquid (typically
ethanol) to focus an inner sample stream, forming a fine jet within an ethanol jet,
which is subsequently focused by a coaxial gas flow, similar to traditional GDVN se-
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Figure 2.4: A GDVN-based sample delivery system at the European XFEL features a 3D-printed GDVN nozzle
that produces a liquid jet with a diameter of 1.8 µm and speeds ranging from 50 m/s to 100 m/s.
This jet is directed into the focus of the X-ray beam, where the scattered X-rays are captured by
the AGIPD detector. The inset displays a sequence of images showing the jet at a speed of 100 m/s
at various times post-X-ray pulse, illustrating the recovery process of the jet to deliver fresh sample
for the subsequent pulse. (reproduced with permission [54]).

tups. With this configuration, where the jet mainly consists of the sheath liquid, the
DFFN enhances nozzle operational stability. Another approach to minimize sample
consumption involves developing segmented flow systems. These systems generate
sub-nanoliter crystal suspension droplets, segmented by an immiscible oil, which sig-
nificantly reduces sample waste. This method aligns with the requirements for rapid
sample replenishment necessitated by the EuXFEL’s MHz repetition rates [57].

Liquid sheet jet systems represent another advancement in liquid jet technology that
addresses the challenges posed by radiation-induced explosions and variations in the
effective interaction volume [55]. Unlike cylindrical jets, which are affected by the
X-ray pointing instability and thus exhibit variable interaction volumes, liquid sheet
jets offer a consistent, planar surface. These systems enhance sample delivery by in-
creasing the surface area available for interaction with the XFEL beam, as illustrated
in Figure 2.5. Additionally, they may reduce background scattering and provide a
more predictable background. However, despite these advantages, liquid sheet jets
consume samples at an average rate of approximately 100 µL min−1, which is higher
than the already substantial consumption rates of conventional jets.

Additionally, traditional liquid jet systems faced challenges in delivering viscous sam-
ples, such as membrane proteins in lipidic cubic phases (LCP) or other viscous media.
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Figure 2.5: A sheet jet-based sample delivery system at the European XFEL utilizes a 3D-printed nozzle to
produce a liquid sheet jet. a) The CAD drawing shows the nozzle’s design, featuring two liquid
inlets merging into a single channel above the nozzle tip, with gas channels originating from a
single inlet and set at an 80-degree angle. b) Photograph of the assembled sheet jet nozzle. c) The
experimental arrangement at the SPB/SFX beamline. (reproduced with permission [55]).

These samples, difficult to crystallize in aqueous environments, risk denaturation, ag-
gregation, or degradation outside their native lipid contexts. To overcome this, the
high-viscosity extruder (HVE) was introduced by Weierstall et al. in 2014, enabling
the production of wide streams of crystal suspensions at flow rates ranging from 0.05
to 2.0 µL min−1 [58].

The fixed target method involves depositing samples onto a solid support, such as
silicon nitride membranes, amorphous carbon films, or microfluidic chips, selected
carefully based on their compatibility with the sample and the experimental require-
ments. Once deposited, the samples are scanned through the X-ray beam [59, 60],
as shown in Figure 2.6. This technique has found widespread application in vari-
ous fields, notably in the study of 2D crystalline samples and in Coherent Diffractive
Imaging (CDI) experiments at synchrotrons, owing to its several distinct advantages.
These include significant reductions in sample consumption compared to other meth-
ods, and a comparatively straightforward setup and execution process. Additionally,
the fixed target method proves indispensable in scenarios requiring specific sample
orientations or experiments aimed at characterizing the X-ray beam itself.
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Figure 2.6: Afixed target-based sample delivery system at the European XFEL uses a gold nanostructure sample
mounted on a silicon nitridemembrane, which is secured to an instrument frame. This frame allows
rotation around the y-axis by angle θ and in-plane rotation around the z-axis by angle χ. Such
configuration permits the acquisition of diffraction patterns from multiple orientations relative to
the x-ray axis, z. (reproduced with permission [59]).

However, despite its numerous benefits, the fixed target method faces the challenge
of strong background noise, often overshadowing the sample’s signal, especially when
silicon nitride is used as the support material [13]. The genesis of this noise can be
traced to the interaction between the X-ray beams and the support material, as X-
rays interact with both the sample and the support. Any scattering from the latter
contributes to the background noise observed in the experimental data, which can
significantly hinder the analysis of diffraction patterns and make interpreting results
challenging, particularly in cases involving small or weakly scattering samples. To
mitigate this issue, the development of the support material, including its composition
and thickness, is crucial.

Another challenge with the fixed target method, which is only compatible with low
repetition rates typically lower than 10 Hz in stepping mode, arises from the time re-
quired to move to the next sample between exposures [60]. To address this challenge,
ongoing efforts are focused on developing compact, fast positioning systems that can
accurately position samples within micrometers, while allowing movements of up to
100 mm. However, in sweeping mode, the repetition rate can reach up to 120 Hz.

In response to these challenges, aerosol-based gas phase systems, particularly those
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Figure 2.7: An ES-based sample delivery system at the European XFEL, displaying the ES at the top where the
sample is aerosolized and neutralized, then transported through the skimmer stages to remove
excess gas. The sample is subsequently focused into the interaction chamber, by an aerodynamic
lens, where it intersects with the XFEL beam. The scattered photons from the sample are then
recorded by a detector. (i) A typical Taylor cone, (ii) illustration of the interaction region where
the X-ray beam focus is significantly smaller than the particle beam focus. Source [61]: Safi Rafie-
Zinedine et al, J. Synchroton Rad., 2024 (reproduced with permission from IUCr Journals).

utilizing an Aerodynamic Lens Stacks (ALS), have gained attention for their potential
to overcome the limitations of traditional delivery methods [30, 40], as illustrated
in Figure 2.7. This approach provides numerous benefits, such as reduced sample
consumption, enhanced scattering contrast, minimized background scattering, the
elimination of shockwave issues in liquid mediums, and the capacity for high-rate
data collection, taking advantage of unique facilities like the European XFEL, known
for its high repetition rates and rapid data acquisition potential. These features make
ALS-based systems an attractive option for SPI experiments, particularly for studying
smaller particles, such as proteins and viruses, which require precise sample delivery
and minimal background noise for high-resolution particle reconstruction.

2.2.1 Gas Phase Injection Systems

The introduction of gas phase injection systems through ALS has significantly ad-
vanced SPI at XFELs [30, 40, 44, 46, 62, 63]. Several types of aerosol generators that
can be used in these systems, including atomizers, nebulizers, GDVNs, and Electro-
sprays (ES). Each method relies on distinct mechanisms to generate aerosols, giving
them unique advantages and limitations that make them suitable for specific applica-
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tions.

Atomizers, among the earliest aerosolization technologies, transform liquids into aerosol
droplets primarily using shear forces [64]. In typical atomizers, such as pressure at-
omizers, the liquid is expelled through a narrow orifice under high pressure. The
fast-moving liquid, encountering resistance from the surrounding air, is broken into
droplets by shear forces. This simple, robust design accommodates a range of liquid
viscosities and compositions. However, atomizers often generate large droplets, typ-
ically ranging from 50 to 500 microns in diameter, and a broad spectrum of droplet
sizes. This can be disadvantageous in applications that require smaller droplets and
precise control over droplet size distribution. Atomizers are widely used in perfumes,
paint sprayers, fuel injectors, and inhalation therapies.

Jet nebulizers utilize compressed gas to convert liquid into fine droplets [64, 65]. As
the gas moves through a narrow channel, it accelerates and is directed towards a cap-
illary nozzle. Passing through the nozzle, the high-velocity flow creates a low-pressure
area, the Venturi effect, that draws liquid up due to the pressure differential. When the
liquid meets the high-velocity airstream at the nozzle, it is broken into fine droplets by
impaction and shear forces. However, nebulizers often produce large droplets ranging
from 1 to 10 microns and exhibit a broad spectrum of droplet sizes. They are typically
limited to aqueous solutions that are not overly viscous. Nebulizers are widely used
in medical devices for respiratory therapies, treating conditions like asthma and cystic
fibrosis.

Ultrasonic nebulizers use high-frequency ultrasound waves to induce vibrations in
the liquid, generating capillary waves on its surface [64, 65]. As these waves gain
amplitude from continuous ultrasonic energy, their crests become sharply peaked.
Eventually, the surface tension and cohesive forces within the liquid at these peaks are
insufficient to hold it together against the vibrational disturbances, resulting in droplet
formation. However, ultrasonic nebulizers are constrained by the viscosity of the
liquid and potential degradation of heat-sensitive substances due to ultrasonic heat.
Typically, they produce larger, more uniform droplets of a few microns compared to
jet nebulizers. These devices are commonly used in medical inhalation therapies.

GDVN nozzles can generate liquid jets as previously discussed, but they can also used
as a droplet source and integrate with an aerosol injector using an aerodynamic lens
stack for SPI experiments. They aerosolize liquid by forcing it through a micron-sized
orifice surrounded by a high-speed gas sheath, typically an inert gas like nitrogen (N2)
or helium (He). This gas sheath forms a virtual nozzle that focuses and accelerates the
exiting liquid into a fine jet [45, 46, 53]. As the jet breaks up due to Rayleigh instability,
where the liquid’s surface tension cannot maintain its form against gas disturbances,
droplets form. The droplet size can be adjusted by varying parameters such as gas
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pressure, liquid flow rate, and orifice size. GDVN is recognized for producing smaller
droplets compared to the previous generators, from 500 nm to a few microns, offer-
ing enhanced control over droplet formation and resulting in more uniform aerosols.
However, challenges persist, including the difficulty in generating sufficiently small
mono-disperse droplets and the tendency of non-volatile buffer components to adhere
to the sample, complicating the acquisition of valid single particle images [44], which
require even smaller droplets to minimize sample contamination. Using GDVN noz-
zles as a droplet source in the aerosol injector for SPI experiments, a flow rate of 2 µL
min−1 was previously employed [44]. However, even with this lower flow rate com-
pared to the flow rate used in liquid jet mode, GDVN systems still tend to consume
large amounts of sample.

ES, a technique that uses electrical forces to generate aerosols of nano- to micrometer-
sized droplets, offers an effective solution for producing fine, uniform droplets while
minimizing sample consumption [44, 66]. The droplets generated via ES are smaller
and more uniform, ranging from tens of nanometers to a micron, than those produced
by the other methods, such as GDVN [44], nebulizers, or atomizers. ES’s ability to
produce highly uniform and controlled droplet sizes makes it particularly suitable
for applications requiring precise sample delivery. These applications include mass
spectrometry, drug delivery [67], thin-film deposition, particle encapsulation [68],
the fabrication of nanoparticles [69], fuel spraying, ink-jet printers, colloid micro-
thrusters [70], and SPI experiments at XFEL, leading to virtually contaminant-free
sample delivery [44]. However, the performance of ES can be sensitive to the electrical
properties of the liquid.

2.2.2 The Physics of Taylor Cone Formation

Understanding the formation of the Taylor cone involves delving into the fundamen-
tal physics of electric fields interacting with liquid surfaces. At a basic level, when
an electric field is applied to a conductive liquid at a nozzle, it induces charges on
the liquid’s surface. These charges experience a repulsive force that, when sufficiently
strong, overcomes the liquid’s surface tension, deforming the liquid surface into a
cone-jet meniscus, termed the Taylor cone, at the nozzle’s tip. This balance between
the electrostatic force pulling the liquid outward and the surface tension striving to
minimize surface area, pulling the liquid inward, is critical for the formation of the
Taylor cone [66, 71, 72].

The process of droplet formation from the Taylor cone is equally governed by funda-
mental physical principles. As the electric forces continue to deform the liquid, the
apex of the cone becomes increasingly sharp until it reaches a point where the electric
field strength is enough to overcome the cohesive forces of the liquid, causing the
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emission of a fine jet that subsequently breaks up into droplets. This breakup is in-
fluenced by perturbations in the jet flow, leading to the formation of highly charged,
small, uniformly sized droplets due to the Plateau-Rayleigh instability [73, 74].

This Plateau-Rayleigh instability, rooted in fluid dynamics and interfacial science,
explains the breakup of a continuous liquid stream into discrete droplets. This phe-
nomenon, seemingly simple, is driven by the intricate balance of forces such as surface
tension, inertia, and viscosity [75]. When a liquid jet experiences perturbations, like
diameter variations, and if these perturbations’ wavelength surpasses the jet’s circum-
ference, they amplify, causing the jet to fragment. The physics underlying this phe-
nomenon can be further understood through a detailed examination of the forces at
play. The surface tension seeks to minimize surface area, while the inertia of the liquid
resists changes in motion, and viscosity dissipates kinetic energy into heat, opposing
the flow’s deformation. In the absence of external forces, a perfect cylinder of liquid
would remain stable. However, any disturbance—no matter how small—can set the
stage for the instability to develop. These disturbances can be amplified by the electric
field in ES processes, where the charged nature of the jet and surrounding medium in-
troduces electrostatic forces into the mix, complicating the dynamics further. When
the electric field at the apex of the Taylor cone becomes sufficient to eject a jet, it not
only initiates the flow but also imposes an additional stabilizing or destabilizing force,
depending on its interaction with the charged liquid. The electric forces can elongate
the jet, enhancing the effects of any present perturbations. As these perturbations
grow, the jet’s uniformity is lost, leading to constrictions and bulges along its length.
The points of constriction, where the jet is thinnest, experience the highest curvature
and thus the highest surface tension force per unit length, driving the jet to pinch off
at these locations and form droplets [73–75].

The size of the droplets generated in the ES process is determined by several factors,
including the flow rate of the liquid, the properties of the liquid (such as its viscosity
and surface tension), and the strength of the applied electric field [76]. Theoretical
models help in predicting the emission radius from the tip of the Taylor cone and,
consequently, the size of the resulting droplets.

In the static solution context, the formation of the Taylor cone is characterized by an
equilibrium state wherein the electrical field is aligned perpendicularly to the conduct-
ing liquid surface. This configuration generates an electrostatic force that balances
the force exerted by surface tension, with gravitational forces considered negligible
for simplicity [Fig. 2.8]. The pressure exerted by surface tension, denoted as Pγ , is
expressed in spherical coordinate system (r, ϕ, θ) by the equation [76]:

Pγ = γ
cosφ

(1− cos2 φ)

1

r
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Liquid surface

Figure 2.8: Illustration of the Taylor Cone which characterized by the interplay of two primary forces on its
surface: the surface tension pressure, denoted asPγ , and the electrostatic pressure, denoted asPE .
These forces collectively facilitate the formation of the Taylor Cone. The cone angle is represented
byφ, while r signifies the distance of a given pointP from the cone’s tip. Additionally, re is defined
as the radius of the emission zone at the Taylor Cone’s tip, and ra represents the radius of curvature
at the tip of the cone.

where γ represents the surface tension coefficient, φ is the angle of the liquid cone,
and r is the distance of a given point P on the liquid surface from the cone’s tip. Con-
versely, the electrostatic pressure PE , which endeavors to extend the liquid outward,
is quantified in spherical coordinate system (r, ϕ, θ) by [76]:

PE =
1

2
ϵ0ϕ

2
0r

2(n−1)

[
∂

∂θ
Pn(cos θ)

]2
Here, ϕ0 signifies the electrical potential constant, Pn corresponds to the Legendre
Polynomial of degree n, and ϵ0 the vacuum permittivity. For equilibrium to prevail,

Pγ = PE

the conditions dictate that Pγ and PE must exhibit identical dependence on r, ne-
cessitating that n equals 0.5. Concurrently, the orthogonality of the electric field to
the fluid surface results in a liquid cone angle φ of 49.3°, derived from the relationship
[76, 77]:

θP = 180◦ − φ = 130.7◦ =⇒ φ = 49.3◦

where θP represents the complementary angle to φ.

When considering a dynamic solution, where the fluid is in motion, the situation
becomes more complex. The voltage drop over the cone alters the balance of forces,
typically resulting in a smaller cone angle [76]. This dynamic scenario is more rep-
resentative of practical ES processes, where fluids are often flowing. The change in
cone angle with fluid flow indicates the sensitivity of the Taylor cone’s shape to both
external electric fields and internal fluid dynamics.

A theoretical approximation for dynamic cases has been derived in [76], applicable
primarily under experimental conditions that closely align with the static Taylor Cone,
wherein the liquid surface serves as an equipotential plane. To estimate droplet size
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under these conditions, it is essential to determine the size of the zone from which the
liquid is ejected. At high flow rates, a liquid jet emerges from the apex of the Taylor
Cone, subsequently breaking into droplets. Conversely, reduced flow rates result in
shorter jets, with the lowest flow rates producing droplets directly from the cone’s tip,
thereby aligning the emission diameter with the droplet diameter. While the droplet
size typically surpasses the emission diameter, reducing the flow rate can enhance their
alignment. For sufficiently low flow rates,

re = rdroplet

where re is the emission radius from the Taylor Cone’s tip. This radius is given by
[76]:

re =

 ρ

4π2γ tan(π2 − φ)

[(
Ua
UT

)2
− 1

]


1/3

Q2/3

where ρ is the fluid density, γ is the surface tension, φ is the liquid cone angle, Ua is
the applied voltage, UT is the threshold voltage, and Q the flow rate of the liquid.

Another model proposed to calculate droplet size in ES processes is the scaling law de-
veloped by Gañán-Calvo and Montanero. This model expresses the droplet diameter
(ddroplet) as [78, 79]:

ddroplet = k
( ρϵ0
σK

) 1
6
Q

1
2 ,

where k ≃ 1.2, with an error margin of below ±15%, is a constant. Here, ρ represents
the density of the liquid, ϵ0 is the vacuum permittivity, σ is the surface tension, K is
the conductivity of the liquid, and Q is the liquid flow rate.

This scaling law has been experimentally validated across a range of liquids and flow
rates, demonstrating good agreement with experimental data. However, other experi-
mental studies, as reported in [53, 80], have observed deviations from this scaling law,
indicating that the droplet size follows:

D ∼ Q
1
3

Apart from the extensively studied cone-jet mode, ES can exhibit various modes.
Building on the insights provided by Chen et al. (1995) regarding ES modes, ES
can display various modes under different operating conditions [66, 73, 74, 81, 82].
These include the dripping, pulsating, cone-jet, multi-jet, and the silver bullet modes.
Each mode presents unique characteristics affecting droplet size, distribution, and
spray stability—essential factors for optimizing ES applications in diverse fields, from
nanomaterial synthesis to drug delivery systems.
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The dripping mode occurs at lower applied voltages and is characterized by droplet
formation directly at the tip of the ES capillary, without forming a stable jet. This
results in larger, less charged droplets, making it generally less suitable for applications
that require high monodispersity or precise droplet size control. As voltage increases,
so does the current, due to a higher frequency of dripping events. This mode is rela-
tively stable but transitions to more complex modes with increased voltage.

With further voltage increases, the system may shift to the pulsating mode before
reaching the cone-jet mode. The pulsating mode features an unstable liquid meniscus
oscillating between rounded and cone shapes, leading to variability in droplet forma-
tion and size distribution. The current remains nearly constant in this mode, resulting
in a wider size distribution due to diverse liquid shapes and breakup mechanisms.

The cone-jet mode, highly sought after for ES applications, is known for producing
highly monodisperse, finely controlled droplet sizes. It is marked by a stable Taylor
cone from which a thin liquid jet is emitted. The current increases at the onset of this
mode and then stabilizes, facilitating the production of monodisperse droplets with
finely adjustable sizes by modulating the liquid flow rate and electrical conductivity
of the liquid.

At higher voltages, the ES may enter the multi-jet mode, characterized by the simul-
taneous emission of multiple jets from the liquid surface. Although this mode can
increase droplet production throughput, it may compromise uniformity and control
over the droplet size distribution. The current drastically increases compared to other
modes, and stability becomes less predictable, making droplet size control more chal-
lenging.

Interestingly, the ”silver bullet” mode, introduced by Chen et al. [66], is observed
when the applied voltage is slowly increased, allowing the liquid to wet the outer
surface of the capillary. This mode produces a bullet-shaped, brightly shining liq-
uid meniscus under microscopic observation, yielding slightly larger droplets than
the cone-jet mode but with good monodispersity and stability. It allows for lower
voltage operation, providing a potentially energy-efficient alternative for producing
monodisperse aerosols. The current is similar to or slightly higher than that of the
cone-jet mode but remains stable over time, ensuring consistent droplet formation.

2.3 ES-BasedGas Phase Injection SystemFor SPI Experiments

The ES-Based system for SPI experiments comprises two components: an ES-based
aerosol generator that transforms sample particles into neutral aerosol particles, and
an aerosol injector that eliminates excess gases and directs the aerosol particles into the
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interaction region, as shown in Figure 2.7. Utilizing this system, numerous success-
ful SPI experiments have been conducted at XFEL facilities on a variety of samples,
including cells [29], cell organelles [40], proteins [27], viruses [30–39], and inorganic
nanoparticles [42, 43].

2.3.1 ES-Based Aerosol Generator

The design of the ES-based aerosol generator for SPI involves two main chambers:
aerosolization and neutralization, separated by an orifice disk plate [44, 66], as shown
in Figure 2.9. The aerosolization chamber converts sample solutions into charged
aerosol droplets via an ES process initiated at a tapered nozzle’s tip. This nozzle is
made from a single glass capillary with an outer diameter of 360 µm and typically
an inner diameter of 40 µm. Droplet size is adjustable by modifying solution flow
rate in the ES setup, while Taylor cone stability is managed by varying the electrical
potential, carrier gases, and sample conductivity. Such precise control ensures the
aerosols’ uniformity and reproducibility, crucial for the success of SPI experiments.

After aerosolization, charged droplets enter the neutralization chamber. Here, soft
X-ray neutralizer ionize nearby gas molecules into positive and negative ions, which
neutralize the droplets [83]. The droplets capture ions of the opposite charge. Af-
ter solvent evaporation, this process leaves behind neutral sample particles. These
particles are then transported via conductive tubing to the inlet of the aerosol injec-
tor setup. The neutralization step is crucial for preventing particle accumulation on
grounded surfaces.

Integral to the operation of the ES aerosol generator are the gas flow and electric
circuits that facilitate the generation, transportation, and neutralization of aerosolized
particles, as shown in Figure 2.9. The gas circuit controls the flow rate of carrier
gases (CO2 and N2) and the sample solution by adjusting the differential pressure
across the capillary, thereby managing the liquid flow rate. In the electrical circuit, the
sample reservoir is set to a positive high voltage, while the orifice plate, aerosolization
chamber, and neutralization chamber are grounded. This circuit ensures the electrical
conditions necessary for Taylor cone formation.

To monitor the stability of Taylor cone, an optical system comprises a fiber-coupled
LED light source, infinity-corrected objectives, a tube lens, and a CCD camera, facil-
itating high-resolution observation of the Taylor cone in the aerosolization chamber
[61].
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Figure 2.9: Illustration of the ES system used in aerosol injectors for SPI experiments at XFELs. (a) Diagram
of the ES process, where a sample forms a Taylor cone and is aerosolized. This aerosol travels
to a neutralization chamber where it is neutralized by a vacuum ultraviolet (VUV) ionizer before
moving to the interaction chamber. (b) Laboratory setup of the ES system. (c) Diagram of the gas
flow circuit, including gas flow meters, differential pressure sensors, and valves for controlling the
flow rates of the sample and carrier gases. (reproduced with permission [61]).

2.3.2 ES-Based Aerosol Injector

Aerosol injectors are essential in SPI experiments for manipulating and focusing
aerosolized particles for X-ray beam interaction. The ”Uppsala injector” has notably
contributed to improving sample delivery and data acquisition in SPI experiments
[30, 40]. This design incorporates a two-stage nozzle-skimmer system and an ALS
[63].

The nozzle-skimmer stage design, which involves precisely shaped and positioned noz-
zle and skimmer, effectively refines the particle beam by eliminating excess gas and
allowing particles to pass through [44]. The nozzle and the skimmer are concentrically
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aligned, with an adjustable gap between them, which is connected to a rough pump.
Operating on fluid dynamics principles, it creates a differential pressure system to
manage gas density. As aerosols move from a high-pressure nozzle to a lower-pressure
area, the gas expands, causing some to diverge from the particle stream. A rough
pump connected to this area removes the diverging gas. Larger particles, less affected
by this divergence due to their inertia, continue straight towards the skimmer’s open-
ing, maintaining their trajectory as surrounding gas is diverted. The skimmer’s shape
and angle are crucial for effective gas-particle separation. After the first skimmer, par-
ticles enter another differential pressure stage and a second skimmer, further reducing
gas presence. This staged process ensures particles are optimally prepared for XFEL
beam imaging with minimal accompanying gas [63, 84, 85].

Following the initial preparation by the nozzle-skimmer stages, the aerosolized par-
ticles encounter the ALS, a critical component for focusing the particle beam into
the interaction region [86, 87]. This focusing is achieved through a carefully designed
series of lenses that manipulate the flow of particles based on aerodynamic principles,
ensuring that a dense particle beam intersects with the X-ray. The lens stack’s ability
to increase particle density at the point of interaction directly correlates with a higher
hit rate, crucial for obtaining large datasets of diffraction patterns of identical particles
and then improving the statistical analysis for particle reconstruction. The ALS func-
tions based on fluid dynamics, using Bernoulli’s Principle, as the aerosol accelerates
through the narrow regions of the lenses, the pressure decreases [87–90]. This mecha-
nism regulates particle movement and speed. Moreover, the design promotes laminar
airflow, minimizing turbulence and ensuring a smooth passage of particles through
the system, following the gas flow lines when drag and other gas-related forces out-
weigh gravity or Brownian motion. By varying the lens diameters, the stack induces
converging airflows that accelerate particles and narrow the beam. As particles tra-
verse the lens stack, they undergo acceleration and focusing, culminating in a focused
beam. At the end of the ALS, there is a nozzle that focuses the particle beam onto the
interaction region with the X-ray beam. So, the focus of the particle beam intersects
with the focus of the X-ray beam.

2.4 Challenges in ES-Based Gas Phase Injection System

To understand the challenges associated with ES-based gas phase injection systems in
SPI experiments at XFELs, it is essential to trace the evolution of SPI from its incep-
tion. The concept of ”diffraction-before-destruction,” proposed by Neutze et al. in
2000 [5], brought the feasibility of SPI experiments at XFELs closer to reality. A sig-
nificant milestone was reached in 2011 with the pioneering work of Seibert et al. [91],
who successfully imaged single mimivirus particles (400-450 nm) delivered using a
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GDVN combined with an ALS at the Linac Coherent Light Source (LCLS). Later ex-
periments by Hantke et al. in 2014 used the same delivery method for smaller particles
(approximately 100 nm), specifically carboxysomes—icosahedral cell organelles from
photosynthetic cells [40]. However, the diffraction patterns indicated that the parti-
cles were mostly spherical, a consequence of large droplets produced by the GDVN,
where non-volatile contaminants in the droplets deposited on the samples. Conse-
quently, ES, which produces much smaller droplet sizes (approximately 150 nm) and
more monodisperse samples, was introduced into SPI experiments in combination
with the ALS [44]. Repeating the carboxysome experiment using the ES-based sys-
tem yielded markedly improved diffraction patterns. This success paved the way for
testing even smaller particles, such as the tomato bushy stunt virus (approximately 35
nm) and the E. coli 70S ribosome (approximately 20 nm), which also demonstrated
successful diffraction patterns. Despite these advancements, further experiments with
even smaller particles, like the chaperonin 60 from Escherichia coli (GroEL, approx-
imately 15 nm), encountered significant challenges, including high background noise
from scattering by the injection gases and low sample delivery efficiency, complicat-
ing the interpretation of the diffraction patterns [27]. These challenges underscore
the necessity for improvements in ES-based gas phase injection systems for SPI at
XFELs. This section will discuss the limitations of current ES-based systems, focus-
ing on three main challenges: inefficient sample delivery, high background noise, and
constraints imposed by the conductivity of the sample solution. Our analysis aims to
guide improvements in these systems.

The transmission efficiency of particles through the ES-based injection system is no-
tably low, approximately 5%, primarily due to the inefficient neutralization of charged
droplets and the specific geometry of the ES setup. This inefficiency has profound im-
plications for SPI experiments, significantly reducing the dataset of diffraction pat-
terns obtainable, in particular when the sample size decreases [12]. Consequently,
this limitation not only diminishes the quality of the final 3D reconstruction but also
results in a considerable waste of experimental time and resources.

Moreover, the high background noise from the scattering of carrier gases, such as N2

and CO2, further exacerbates these challenges [27]. This noise significantly lowers
the signal-to-noise ratio for small light particles, a critical factor for small biological
samples. The resultant low-quality diffraction patterns pose substantial hurdles in
accurately reconstructing the 3D structure of the sample, further complicating SPI
experiments.

An additional limitation stems from the narrow range of sample solution conductiv-
ities that can be effectively sprayed using the ES configurations [66]. This constraint
impacts the quality and feasibility of SPI experiments, as manipulating the sample so-
lution to achieve optimal conductivity without compromising sample integrity proves
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to be a delicate balance. The stability of the ES operation is thus directly tied to the
ability to maintain this balance, presenting yet another hurdle for researchers.

2.5 Precision in 3D Printing: The Role of Two-Photon Poly-
merization

Two-photon polymerization (2PP) is a leading 3D printing technology recognized for
producing intricate micro and nanostructures with unmatched precision. It leverages
a nonlinear optical process, two-photon absorption (2PA), where two infrared pho-
tons simultaneously absorbed by a photopolymerizable resin trigger a polymerization
reaction [92]. The technique’s distinct advantage is its high localization of polymeriza-
tion at the laser’s focal point due to the quadratic relationship between 2PA and light
intensity, enabling the creation of structures beyond the diffraction limits of light.

The core principle of 2PP centers on directing a femtosecond laser beam into a pho-
topolymerizable resin volume [95, 96]. At the beam’s focal point, the laser intensity
reaches a level sufficient to initiate two-photon absorption, causing the resin to poly-
merize but only at that specific point, as shown in Figure 2.10. This selective poly-
merization enables the creation of complex three-dimensional structures by precisely
moving the laser’s focus through the resin. Mathematically, the rate of two-photon
absorption is expressed as:

R ∝ I2

Here, R represents the absorption rate, and I denotes the laser light’s intensity [97].

The Nanoscribe Photonic Professional GT, a 2PP-based 3D printer we utilized for
nozzle production, employs a tightly focused femtosecond laser to precisely polymer-
ize photosensitive resin, as illustrated in Figure 2.10. This printer achieves feature
sizes down to 200 nm, serving photonics, microfluidics, and biomedical applications
well. It integrates advanced optics, precise mechanics, and sophisticated software for
nanometer-scale printing accuracy [98].

In microfluidics, 2PP has transformed device fabrication, allowing for complex, pre-
cise structures difficult with traditional methods. This includes detailed nozzles, chan-
nels, valves, and mixers for unparalleled fluid manipulation [53]. This technology
accelerates the transition from rapid prototyping to production, significantly enhanc-
ing functionalities such as improved droplet formation and particle delivery in our
ES-based systems.

32



Ground State

Excited State

Virtual State

Excited State

a) Single-photon
absorption

Two-photon
absorption

Threshold

Absorption

Substrate
Photoresist

Femtosecond 
laser beam

3D printed 
structure

d)

Galvo
mirror

Galvo
mirror

Femtosecond
laser

Substrate

Objective

b) Single-photon
absorption

Two-photon
absorption

c)

Figure 2.10: Illustration of 3D printing using two-photon polymerization. a) Schematic comparing the two-
photon polymerization process with single-photon polymerization. b) Illustration of the excita-
tion volume in two-photon polymerization versus single-photon polymerization. c) Schematic of
a 3D printer based on two-photon polymerization. d) Illustration of the printing volume in 2PP
where the laser intensity reaches a level sufficient to initiate two-photon absorption, causing the
resin to polymerize exclusively at that specific point. (reproduced with permission [93, 94]).

2.6 Optimizing Sample Preparation for ES-based Injection Sys-
tem

A wide variety of samples, from biological specimens to inorganic nanoparticles, are
supported by the ES-based injector system [30–39, 42, 43, 99, 100]. To ensure compat-
ibility between the samples and this system, various preparation methods are utilized.
These methods help maintain the structural integrity of the samples and prepare them
in a suitable medium for spraying. At the heart of these methods is the careful selec-
tion of solvents and buffers, which are key to successful sample delivery in ES-based
SPI experiments. Fine-tuning these substances is crucial for achieving optimal con-
ditions for sample delivery. This often requires a trial-and-error approach to identify
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the most suitable conditions, taking into account several critical factors:

• pH Stability: The pH of a buffer plays a pivotal role in influencing the struc-
ture and functionality of a sample, particularly biological samples. Proteins, for
instance, exhibit optimal stability and maintain their native structure within
specific pH ranges. Deviating from these ranges can lead to denaturation or
aggregation, compromising biological activity. For example, proteins are made
up of amino acids, many of which have side chains that can be ionized. The
ionization state of these side chains is pH-dependent. At certain pH levels, the
side chains of acidic (e.g., aspartic acid, glutamic acid) and basic (e.g., lysine,
arginine, histidine) amino acids can gain or lose protons. This alters the over-
all charge of the molecule. This change impacts the electrostatic interactions
within the protein and with its surroundings, potentially affecting protein con-
formation, stability, and interactions with other molecules [101]. Therefore, se-
lecting a buffer that preserves the optimal pH, close to 7.4 for human proteins,
is essential for maintaining sample stability and activity.

• Buffer Concentration: The concentration of a buffer can significantly influence
the osmolarity of a solution, which, in turn, affects the stability of samples, es-
pecially biological ones such as proteins or cells. Osmolarity is defined as the
total concentration of solute particles in a solution and plays a pivotal role in
preserving the osmotic balance of biological specimens. Inappropriate osmo-
larity levels, whether excessively high or low, can precipitate protein or induce
cell lysis. For instance, biological cells, which are sensitive to osmotic pres-
sure variations in their environment, react distinctively to the osmolarity of the
buffer solution. If the osmolarity of the buffer solution is too high, water will
osmotically exit cells, causing them to shrink and potentially leading to cel-
lular damage [102]. Conversely, if the osmolarity is too low, water will enter
the cells, leading to swelling and possibly causing the cells to burst. Typically,
a concentration of 10 mM to 50 mM is used to maintain osmolarity without
interfering with the biological activity of the sample.

• Ionic strength: The ionic strength of a buffer significantly influences both
the solubility of samples and the strength of electrostatic interactions between
molecules, especially in samples involving proteins, nucleic acids, and other
biomolecules [103]. This influence manifests through phenomena known as
”salting in” and ”salting out,” where ionic strength modulates biomolecule sol-
ubility. During the ”salting in” phase, slight to moderate ionic strength incre-
ments enhance solubility by mitigating electrostatic repulsion among similarly
charged molecules, thus promoting their dissolution in water. Conversely, sur-
passing a specific ionic strength threshold triggers the ”salting out” effect, where
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high concentrations of ions compete with the biomolecules for water molecules,
reducing solubility and potentially precipitating the biomolecules out of solu-
tion. Furthermore, ionic strength directly impacts the Debye length, indicative
of the solution’s electrostatic screening effect. An increase in ionic strength cor-
responds to a reduced Debye length, which signifies more effective screening
of electrostatic interactions between charged molecules by surrounding ions.
Consequently, proper ionic strength adjustment is essential for biomolecule
stability, preventing aggregation or precipitation and ensuring that proteins,
for instance, retain their soluble and functional state. Common biological ex-
periment buffers like phosphate-buffered saline (PBS), Tris, or HEPES require
precise ionic strength adjustments for experimental needs, with the salt choice
and concentration (e.g., NaCl, KCl) being crucial for ionic strength control.

• Solubility: The choice of solvents or solvent mixtures also depends on their
solubility [104]. For example, polar molecules are often effectively dissolved
in polar solvents such as water, methanol, or acetonitrile, whereas non-polar
molecules may require non-polar solvents like chloroform or toluene. Polar
solvents are particularly useful for dissolving biological molecules, including
peptides, proteins, and other polar metabolites. Mixtures of water with organic
solvents such as methanol or acetonitrile are common, as they provide a balance
between solubility and volatility.

• Metal ions: Metal ions in buffer solutions can greatly affect the stability of bi-
ological samples by influencing protein structure, enzymatic activity, nucleic
acid integrity, and molecular interactions [102]. Enzymes often need specific
metal ions (e.g., Mg2+, Ca2+, Zn2+, Mn2+) as cofactors to function prop-
erly. These ions may stabilize the enzyme’s active site or directly participate in
catalysis. However, unsuitable metal ions can inhibit enzyme activity by com-
peting with essential ions or altering the enzyme’s structure. Metal ions also
play a critical role in stabilizing protein structures. For instance, calcium ions
help maintain the structure of cadherin and selectin, vital for cell adhesion,
while zinc ions support the configuration of zinc finger proteins, important
in DNA binding and gene expression. Additionally, Mg2+ ions are pivotal
for nucleic acid stability, neutralizing DNA or RNA’s phosphate backbone’s
negative charges to facilitate the formation of crucial secondary structures like
helices and loops.

• Volatility: It is essential that buffers and solvents exhibit sufficient volatility to
prevent sample contamination in SPI experiments. As the droplets, generated
by ES, traverse toward the interaction chamber, the solvent evaporates, leaving
the sample particles behind. Conversely, non-volatile components may fail to
evaporate efficiently, adhering to the sample particles [44]. Such adherence
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could result in the accumulation of salts or non-volatile residues, potentially
contaminating the sample and complicating SPI experiments. Moreover, these
non-volatile components could adhere to system surfaces, leading to clogs and
thereby hindering system operation and increasing maintenance requirements.

• Surface tension: The surface tension of a liquid is a critical parameter that sig-
nificantly impacts the operation and efficiency of ES-based sample delivery sys-
tem in SPI experiments, influencing several aspects of the ES process [99, 100].
At the heart of this process is the formation of the Taylor cone, a phenomenon
governed by the balance between electrostatic forces, which aim to disperse the
liquid, and the liquid’s surface tension, striving to reduce its surface area at the
ES’s tip. A lower surface tension makes it easier for the electrostatic forces to
stretch the liquid into a cone, enabling the emission of a jet from its tip. This
process allows for the formation of a sharper cone with a finer tip, conducive
to generating smaller droplets. Smaller droplets are advantageous due to their
higher surface area-to-volume ratio, which increases the efficiency of solvent
evaporation. Conversely, a higher surface tension resists deformation, necessi-
tating higher applied voltages to achieve a similar effect. This may result in a
less sharp cone, leading to larger droplets, a higher risk of corona discharge that
can collapse the Taylor cone, and an increased likelihood of disruptions, such
as pulsations or fluctuations in the cone shape and jet stream. These factors can
affect the consistency and reproducibility of the results.

• Conductivity: The conductivity of the solution is a critical factor affecting the
stability of the ES process [66, 100]. In this process, a high voltage is applied
to the solution to induce a charge on the liquid’s surface. Adequate conductiv-
ity allows the solution to carry electrical charges efficiently, facilitating an even
distribution of charges across the surface of the liquid being sprayed. This even
charge distribution is crucial for the formation of a stable Taylor cone. Con-
versely, low conductivity implies insufficient ions to conduct electricity effec-
tively, resulting in poor charge distribution on the liquid’s surface and unstable
spray. Additionally, to compensate for low conductivity, higher voltages may
be required, increasing the risk of corona discharges that can disrupt the ES
process. Higher conductivity enables a more stable jet, as the charges are more
uniformly distributed across the liquid’s surface, resulting in smaller, more uni-
form droplets. Although a certain level of conductivity is beneficial, excessively
high conductivity can overload the liquid’s surface with charge, causing insta-
bility in the Taylor cone. It is crucial to ensure that the sample solution’s con-
ductivity is within the optimal range for the ES system, specifically between
600 - 2500 µS cm−1, to achieve stable sample delivery.

• Viscosity: The viscosity is another important property of the solutions that can
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affect the ES process [104]. Liquids with higher viscosity resist shear forces
more, impacting the stability of the Taylor cone. Above a certain viscosity
threshold, maintaining a stable spray becomes challenging. This resistance in-
fluences droplet size and dispersion as well; higher viscosities often result in
larger droplets due to increased resistance to breakup, which is less desirable.
Furthermore, viscosity affects the flow rate through the ES system, where higher
viscosity may decrease flow rates and increase the risk of capillary clogging.

Despite efforts in selecting the solvents and buffers to achieve optimal conditions, fully
ideal circumstances may not always be attainable, necessitating the consideration of
compromise solutions. Such compromises might involve accepting semi-stable sam-
ple delivery, which, while not optimal, allows for some level of data collection in SPI
experiments. Additionally, these compromises could lead to reduced sample stability
due to degradation or aggregation. This, in turn, might necessitate more frequent
sample maintenance between data collections, further impacting the efficiency and
effectiveness of data collection in SPI experiments.

Furthermore, various additives may be incorporated into buffer solutions to enhance
the stability of samples, addressing specific stability concerns and improving robust-
ness during experiments. For inorganic nanoparticle samples, these additives help
stabilize or passivate nanoparticles to prevent aggregation, enhance solubility, or con-
fer specific surface properties [105–107]. For instance, Polyvinylpyrrolidone (PVP)
acts as a stabilizer and dispersant, adsorbing onto nanoparticle surfaces to provide
steric stabilization against aggregation. This is especially useful for nanoparticles like
silver and gold due to PVP’s excellent solubility in water and various organic solvents.
Similarly, Polyethylene Glycol (PEG) enhances colloidal stability through steric stabi-
lization. Cetyltrimethylammonium Chloride (CTAC), a cationic surfactant, modifies
nanoparticle surface charges, promoting stabilization through electrostatic repulsion.
Oleylamine, an organic amine, serves both as a surfactant and stabilizer by forming
a monolayer on nanoparticles to prevent oxidation. Trihexyltetradecylphosphonium
Bis(trifluoromethylsulfonyl)amide, an ionic liquid, acts as both a solvent and stabi-
lizer, offering electrostatic and steric stabilization. Oleic Acid, an organic acid, also
stabilizes nanoparticles by forming a hydrophobic monolayer around them.

For biological samples, these additives play several roles, including protecting against
degradation and preserving the native structure and functionality of biomolecules
[102]. For instance, reducing agents like Dithiothreitol (DTT) andβ-mercaptoethanol
prevent protein oxidation by protecting sensitive sulfhydryl groups. This prevention
is crucial as oxidation can form improper disulfide bonds, altering protein structure
and function. Chelating agents, such as EDTA and EGTA, bind divalent metal ions
that could otherwise catalyze biomolecule degradation or cause detrimental interac-
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tions affecting molecular conformation. Stabilizing sugars and polyols, like Sucrose
and Glycerol, protect against thermal denaturation and aggregation by increasing so-
lution viscosity and reducing molecular mobility. Surfactants and detergents, such as
Tween and Triton X-100, maintain membrane protein solubility and prevent aggre-
gation by mimicking the lipid environment or disrupting non-specific protein inter-
actions. The type and concentration of detergent are vital for preserving membrane
protein solubility and activity.

2.6.1 Common Solvents, Buffers, and Reference Samples

Common solvents used in ES include water, ethanol, isopropanol, methanol, and
acetonitrile [104]. Among these, water is often the primary choice due to its compat-
ibility with a wide range of biological samples. Ethanol is known for its low viscosity
and high volatility, as well as its good solvent properties and compatibility with a wide
range of inorganic samples. However, organic solvents such as ethanol, isopropanol,
methanol, and acetonitrile are frequently used either singly or in combination to ad-
just the solution properties.

Concurrently, commonly used buffers are categorized into two types: acidic and basic,
each serving distinct roles tailored to the nature of the sample and the experimental
requirements. Acidic buffers, pivotal for maintaining a lower pH, are crucial in stabi-
lizing certain biomolecules and ensuring optimal charge states during the ES process.
These buffers include: Formic Acid, Often utilized in low concentrations, formic acid
creates a mildly acidic environment conducive to the stability of proteins and peptides
under such conditions [104]. Acetic Acid, Similar in function to formic acid, acetic
acid can provide a slightly varied pH range, offering benefits for specific molecules
or complexes. Conversely, basic buffers are essential for adjusting conditions to a
higher pH value. Among these, Ammonium Acetate (AmAc) is particularly notewor-
thy. This volatile salt is recognized for its versatility in both positive and negative ion
modes of ES. Its volatility is advantageous, leaving minimal residue on the sample.
AmAc is especially preferred for compounds sensitive to pH fluctuations, offering a
stable buffering capacity without significantly altering the sample’s natural state.

To ensure the effective operation of the ES-based system in SPI experiments, we typ-
ically begin with well-characterized, stable buffer solutions such as 20 mM AmAc in
water or 80 mM AmAc in ethanol. These solutions are selected because their conduc-
tivity, viscosity, and surface tension are within the optimal range for ES operation. For
calibration and alignment in SPI experiments, the following samples are commonly
utilized:

• Sucrose Solutions: These are available in various volume-to-volume concentra-
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tions (e.g., 0.5%, 1%, 3%, 5%) dissolved in 20 mM AmAc in water. Chosen
for their efficient and stable sample delivery, these solutions have a low den-
sity and controllable particle size that mimic biological samples, providing an
excellent reference for system alignment. Their simple spherical shape is easily
identifiable in diffraction patterns, making them ideal for calibration purposes.

• Gold Nanospheres: These are suspended in 20 mM AmAc in water and are
available in different sizes. With their higher density and simple spherical
shape, gold nanospheres produce diffraction patterns with a high signal-to-
noise ratio, serving as reliable references, particularly for inorganic nanoparticle
samples.

• Silver Nanocubes: Available in sizes such as 55 nm or 75 nm side length and sus-
pended in 80 mM AmAc in ethanol, these nanocubes, with their more complex
cubic shape and high density, yield high signal-to-noise ratios and produce dis-
tinct diffraction patterns. This makes them especially valuable in distinguishing
between silver nanocubes and potential contaminants that may form sphere-
like shapes.

2.6.2 Nanoparticles to Biomolecules: Electrospray Applications

ES is a versatile technique employed for analyzing a broad spectrum of samples,
including biological ones such as proteins, peptides, nucleic acids, and inorganic
nanoparticles like polymers and metal nanoparticles. Common challenges with inor-
ganic samples include rapid aggregation or sedimentation. Nevertheless, with careful
sample preparation and repeated optimization, ES has been successfully applied in SPI
experiments at European XFEL using inorganic samples such as cesium lead bromide
(CsPbBr3) nanocrystals, EuXFEL proposal number 4417. These are used to elucidate
polaron formation mechanisms in perovskite quantum dots, known for their supe-
rior optoelectronic properties. The nanocrystals, ranging from 5 to 12 nm in size,
demonstrate exceptional photon collection and photoluminescence efficiencies—key
for observing optically induced polaronic deformations. They were dispersed in a
toluene solution at a concentration of 1014 particles/mL. To ensure the stability of the
CsPbBr3 nanocrystals within the solution, a combination of oleic acid and oleamine
was employed as a coating to prevent aggregation. Additionally, an ionic liquid, tri-
hexyltetradecylphosphonium bis(trifluoromethylsulfonyl)amide, was integrated into
the solution to enhance stability. Despite the sample’s relatively low conductivity,
measured at 30 to 60 µS/cm, this preparation allowed for semi-stable sample deliv-
ery, ensuring successful data acquisition during the experiment.

To investigate single-particle incoherent diffractive imaging techniques, a method that
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utilizes the transient coherence of X-ray fluorescence for nanometer-resolution imag-
ing of atomic structures, copper nanocubes were selected due to their shape and no-
table fluorescence properties, EuXFEL proposal number 5476. To optimize condi-
tions for sample delivery through an ES-based injector, several trials were conducted
to determine the ideal concentration of AmAc and the appropriate stabilizer for the
sample solution. Ultimately, the copper nanocubes were successfully sprayed using
a solution containing 12 mM AmAc and PEG as a stabilizer, ensuring the sample’s
integrity throughout the spraying process.

To explore the strong resonances in late 3d transition metals through element-specific
diffractive imaging, samples of iron oxide cores with silica shells and silver cores with
nickel shells were prepared in aqueous solutions, EuXFEL proposal number 2654.
During the sample preparation for delivery via ES-based aerosol injection, a stabiliza-
tion step involving PVP was employed to enhance nanoparticle stability. However,
this method resulted in stable operation for the iron oxide nanoparticles with silica
shells, whereas the silver cubes with nickel coatings sedimented rapidly. To resolve
this issue, the PVP stabilizer was replaced with PEG, which significantly improved
the stability of the samples.

For biological samples, fragmentation or degradation often poses the significant chal-
lenges. However, careful sample preparation and iterative refinement have enabled
the successful application of ES-based aerosol injection systems in SPI experiments
at the European XFEL. One such example is the tobacco mosaic virus (TMV), a
rod-shaped virus characterized by a regular helical array of identical protein subunits
with a single RNA molecule embedded within, forming a helix, EuXFEL proposal
number 4462. Due to its basic rod shape, TMV was utilized in optical-pump FEL-
probe studies to demonstrate the controlled alignment of (bio-) nanoparticles using
strong lasers. These studies also aimed to provide a systematic understanding of how
alignment reduces orientational uncertainty in SPI experiment reconstructions. To
optimize sample delivery for this experiment, various concentrations of AmAc were
tested. Ultimately, a 30 mM AmAc solution proved most stable for both the TMV
sample and the delivery system.

To obtain the first high-resolution 3D structure of a single protein using low back-
ground high-repetition rate 3D X-ray imaging, several candidate samples were con-
sidered: GroEL from E. coli, Photosystem Complex I, and E. coli 70S ribosomes,
EuXFEL proposal number 4098. The GroEL complex, part of the chaperonin fam-
ily of molecular chaperones, is prevalent in many bacteria. It was expressed in an E.
coli overproducing strain and selected for its role in understanding protein folding.
Photosystem Complex I, a substantial membrane protein complex, was chosen for its
key function in photosynthesis. The E. coli 70S ribosome, isolated from Escherichia
coli strain K-12, was selected due to its involvement in cellular translation mecha-
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nisms. For optimal sample delivery in this experiment, it was determined that both
the GroEL complex and Photosystem Complex I exhibit stable injection conditions
in 20 mM AmAc buffer. The E. coli 70S ribosomes, however, were suspended in the
same buffer, resulting in two distinct peaks on the SMPS, corresponding to sizes of
18 and 14 nm, respectively. The combined volume of these peaks was measured at
20.5 nm, which aligns with the expected full size of the ribosome, indicating poten-
tial sample fragmentation. To enhance stability, the 70S ribosomes were subsequently
cross-linked using glutaraldehyde in a 20 mM AmAc solution, rendering the sample
more stable.

To investigate biological vesicles, synaptic vesicles (SVs) and unilamellar lipid vesicles
(LVs) were chosen for their role in neurotransmitter storage and release, and as models
for membrane dynamics, respectively [41]. SVs, which are found in neuron synapses,
facilitate the rapid transmission of signals through the release of neurotransmitters
into the synaptic cleft. LVs, on the other hand, are simpler systems that consist of
a single lipid bilayer, making them ideal for studying the fundamental properties of
lipid membranes and their interactions with various molecules. These vesicles are
approximately 20 nm in radius. To optimize sample delivery, we tested various com-
binations of buffers and additives. For LVs, a solution containing 10 mM LVs with
1 mM calcium chloride in water proved stable, achieving a consistent hit rate of ap-
proximately 0.5%. For SVs, two solutions were stable and were delivered: SVs in 20
mM AmAc in water, and SVs with 6 µM Synapsin in 20 mM AmAc in water.
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Abstract

We investigate the performance of the electrospray aerosol generator at the European
X-ray Free Electron Laser (EuXFEL). This generator is, together with an aerodynamic
lens stack that transports the particles into the X-ray interaction vacuum chamber,
the main way to deliver particles for single particle coherent diffractive imaging (SPI)
experiments at the EuXFEL. For these experiments to be successful, it is necessary
to achieve high transmission of particles from solution into the vacuum interaction
region. The particle transmission is highly dependent on efficient neutralization of
the charged aerosol generated by the electrospray mechanism as well as the geometry
in the vicinity of the Taylor cone. We report absolute particle transmission values
for different neutralizers and geometries while keeping the conditions suitable for SPI
experiments. Our findings reveal that a VUV ionizer demonstrates a transmission
efficiency approximately 7 times greater than the previously used soft x-ray ionizer.
Combined with an optimized orifice size on the counter electrode, we achieve> 40%
particle transmission from solution into the X-ray interaction region. These findings
offer valuable insights for optimizing electrospray aerosol generator configurations
and data rates for SPI experiments.

3.1 Introduction

Methods for delivering a dense beam of single particles to the interaction region of a
Free Electron Laser (FEL) are of significant interest in uncovering the structural prop-
erties of small nanometer-scale particles. Commonly employed methods for achieving
this include liquid jet injection and gas phase injection. Among these methods, gas
phase injection through an Aerodynamic Lens Stack (ALS) offers several advantages.
It provides increased scattering contrast, reduced background scattering, and the abil-
ity to collect data at high rates. In particular, aerosolized particle delivery provides an
opportunity to harness the unique capabilities of the European XFEL (EuXFEL),
which emits X-ray ’trains’ at 10Hz, each containing up to 2700 pulses separated by
220 ns [14]. The high repetition rate allows for rapid acquisition of large data sets,
provided that the sample delivery system is compatible with the XFEL pulse struc-
ture. Aerosol injection can meet the latter requirement, where gas-phase particles
can achieve velocities ranging from tens to hundreds of meters per second, thereby
preventing multiple exposures from subsequent pulses [44, 108].

There are several aerosolization methods available for gas phase injection through an
ALS, including Electrospray (ES), atomizers, Gas Dynamic Virtual Nozzle (GDVN),
and others. However, ES stands out among these methods due to its capability to
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produce smaller droplets, which results in virtually contaminant-free sample deliv-
ery [44]. ES is a powerful technique that uses electrical forces to atomize liquids,
transforming them into nanometer to micrometer-sized droplets. This process is ac-
complished by overcoming the liquid surface tension with electric forces as the liquid
flows through a capillary nozzle. There are several forms of ES, including ’grinded’
single-capillary, dual-capillary, and tri-nozzle ES, with single-capillary ES being the
most extensively researched and documented [66, 71, 72].

ES systems typically consist of a spray nozzle positioned opposite a plate, with or
without an orifice at the center. By applying an electric field between the nozzle
and the plate, a cone-jet meniscus, called Taylor cone, forms when the liquid surface
tension is counterbalanced by the electric force. The liquid jet undergoes Rayleigh
breakup into a mono-disperse droplet stream, which has gained significant interest
for its potential applications [109] such as drug delivery [67], nanoparticle material
synthesis [69], thin-film deposition, and particle encapsulation [68], surface coating,
agricultural treatments, fuel spraying, ink-jet printers, and colloid micro-thrusters
[70].

Our primary focus in this study is ES’s application as a particle delivery system for
Single Particle Imaging (SPI) experiments at free-electron X-ray laser facilities[44, 87].
In these experiments, shown schematically in Figure 3.1 the droplet stream from the
ES is allowed to evaporate in order to transfer the sample particles from solution into
the gas-phase. Subsequently, the particles pass through an ALS [110, 111], described in
detail in ref. [108], which creates a focused particle beam that intersects the pulsed X-
ray beam. Each X-ray pulse contains enough photons to produce a diffraction pattern
of a single particle, while the pulse duration of ≈10 fs has been considered short
enough to enable ’diffraction-before-destruction’[5]. The information in each pattern
can be used to obtain 2D, or in some cases pseudo-3D, information about individual
particles in an ensemble. If the particles are reproducible, it is also possible to merge
the individual patterns into a 3D volume in reciprocal space. After phase retrieval,
one can obtain the full 3D structural information about the particle. Numerous such
experiments have been performed at free electron lasers on cells [29], viruses [30–
39], cell organelles [40], proteins [27], and inorganic nano-particles [42, 43]. Despite
the successful imaging experiments, concerns persist regarding particle transmission
efficiency, especially as the sample size decreases[12].

Although substantial research has explored droplet aerosolization in ES processes [76,
77, 112], further study is necessary to optimize particle neutralization and transmission
at various stages. Initially, the spray is narrow, but the Coulomb repulsion of highly
charged droplets causes the spray to widen and increases the likelihood of deposi-
tion on the counter electrode. To transport electrospray-generated particles through
a carrier gas flow, it is essential to neutralize the charged particles. This can be ac-
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Figure 3.1: A schematic diagram detailing the experimental setup of an electrospray-based aerosol injector
used at the European X-ray Free Electron Laser (EuXFEL). The injector includes the ES process de-
picted at the top, where the sample is aerosolized. The aerosol beam then passes through the
skimmer stages and the aerodynamic lens before reaching the interaction chamber, where it is
hit by the XFEL beam. The XFEL pulses are scattered off particles in the aerosol beam to produce
diffraction patterns on the detector. Insets illustrate a typical Taylor cone (i), here injecting sliver
nano-cube in 80 mM ammonium acetate dissolved in ethanol. Note how the X-ray beam focus is
significantly smaller than particle beam focus (ii).

complished by exposing the particles to an environment with ions produced using
methods such as radioactive sources, corona discharge, and VUV/soft X-ray irradia-
tion [66, 83, 113, 114]. Each of these techniques presents its own challenges and limita-
tions, such as strict regulations for radioactive materials, high voltage power supplies
and potential ozone production for corona discharge, and complicated safety regula-
tions for operating soft X-ray ionizers. VUV radiation sources, in contrast, offer an
accessible, safe, and efficient alternative for bipolar ion generation. In comparison to
other methods, VUV sources are easily purchased, operated, and integrated into var-
ious applications. Their compact size and portability make them an ideal candidate
for particle charge reduction.

In a previous study on electrospray transmission efficiency by Fu et al[114] it was high-
lighted that the highly charged nature of particles produced by ES leads to significant
particle loss at the counter electrode orifice plate due to Coulombic repulsion between
the highly charged particles [114]. It was found that the electrospray transmission
could be improved by increasing either the bi-polar charge density from the neutral-
izer, the carrier gas flow, and/or the orifice diameter in the counter electrode. Thus,
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we primarily optimized the performance of our sample delivery system by varying the
types of ionizers (VUV, soft X-ray, and 210Po) as well as the geometry of the ES setup.
However, the limitations on gas flow rate for single-particle imaging made it difficult
to explore higher rates as in prior studies.

Utilizing advancements in Two-Photon Polymerization, a cutting-edge technique for
creating intricate 3D fluidic devices with submicron accuracy, can significantly im-
prove microfluidic nozzle design. This innovative approach has the potential to trans-
form the development and production of microfluidic nozzles, resulting in enhanced
performance, miniaturization, and customization possibilities [46, 53]. Employing
this technique, tailored microfluidic nozzles can be designed to generate two Taylor
cones simultaneously. Using this technique, we designed a custom ’twin nozzle’ ca-
pable of producing dual Taylor cones. We tested it against a grinded single nozzle
to enhance particle production and delivery. The results have implications for XFEL
single particle imaging and future injector development.

3.2 Experimental Setup And Methods

3.2.1 Configurations of Electrospray Aerosol Generator

Figure 3.2 illustrates the design of an ES aerosol generator incorporating a VUV ion-
izer with emission sharply peaked at λ = 155 nm. The generator is composed of two
primary chambers: the aerosolization and neutralization chambers, which are divided
by an orifice disk plate. A grinded single glass capillary featuring an inner diameter
(ID) of 40 μm and an outer diameter (OD) of 360 μm serves as the spray nozzle in
the aerosolization chamber. The sample reservoir is biased at a positive high voltage,
while the orifice plate, aerosolization chamber, and neutralization chamber are electri-
cally grounded. The distance between the capillary tip and the grounded orifice plate
is kept constant at around 1 mm. N2 mixed with CO2 to prevent corona discharge
formation was used as the particle carrier gas. Mass flow controllers (Bronkhorst
model F-201CV) independently control the two gas flow rates. A differential pres-
sure (∆P ) meter (Bronkhorst model P-506C) coupled with Direct-operated control
valves (Bronkhorst model F-001) regulates ∆P across the capillary to control the liq-
uid flow rate. An optical system, including a fiber coupled LED light source, infinity-
corrected objectives (5X Mitutoyo Plan Apo f=200), tube lens (Thorlabs TTL200-A),
and a CCD camera (Basler acA2440-20gm) enables high-resolution observation of
the Taylor cone in the aerosolization chamber (Figure 3.1). The neutralization cham-
ber includes a cylindrical interaction region measuring 25.2mm in diameter, which
facilitates the interaction between ionizer radiation and the particle beam along with
its carrier gas.
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Five distinct configurations of the ES aerosol generator were tested and compared
in this study, including four configurations for optimizing particle transmission ef-
ficiency and one for enhancing particle production. The emitted droplet sizes were
characterized previously[53]. The baseline configuration is a single electrospray cap-
illary, 0.5mm counter electrode orifice, N2 volumetric flow rate of 1L/min, CO2

volumetric flow rate of 0.3L/min, and deuterium-based VUV lamp as neutralizer
(Hamamatsu L12542) positioned at a 90-degree angle relative to the particle beam
(Figure 3.4a). The emission spans wavelengths from 115 nm to 400 nm. The second
configuration (Figure 3.4b), replaces the neutralizer with a soft X-ray source (Hama-
matsu L12645) whose emission peaks at around 5 keV. An additional spacer of 36mm
between the orifice plate and neutralization chamber is included in this configuration
to prevent X-ray photons from discharging the Taylor cone directly. The third con-
figuration mirrors the baseline configuration, but with a negatively biased electrode
at the end of the neutralization chamber intended to pull positively charged droplets
away from the orifice disc (Figure 3.5a). The fourth configuration has a larger 1mm
orifice diameter (Figure 3.6a). Finally, the fifth configuration operates with a 3D-
printed twin nozzle capable of producing two Taylor cones simultaneously (Figure
3.7b).

In the data collection process we alternated between different electrospray configu-
rations to ensure reproducibility of our results and we ensured that the Taylor cone
remained stable and consistent across all configurations. The gas flow rate was set to
the maximum level appropriate for SPI experiments, taking into account gas mass
flow constraints for safe X-ray detector operation. Lower gas flow rates resulted in
reduced transmission efficiency and was not investigated further.

The electrospray was operated using a capillary with fixed inner diameter D = 40 μm
and length L = 30 cm. A stable cone-jet mode was maintained for all tests by ad-
justing the voltage bias relative to the counter electrode. The CO2 flow rate was fixed
at 0.3L/min. The sample flow rate Q was controlled between 433 nL/min and
866 nL/min, respectively by varying ∆P according to the Hagen-Poiseuille equa-
tion:

Q =
π(D/2)4∆P

8ηL
(3.1)

where η is the viscosity of the fluid.

The twin nozzle was designed using Siemens’ NX software, featuring two capillary in-
lets compatible with 360 μmOD fused silica capillaries and dual outlets (Figures 3.7).
The design was exported in STL format. Print-job instructions, or GWL files, were
generated using Nanoscribe’s DeScribe software. To enhance structural stability, we
used a solid-volume printing strategy with 1 μm slicing and 0.5 μm hatching. Printing
was conducted on the Nanoscribe Photonic Professional GT, using IP-S photoresist.
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Figure 3.2: A schematic diagram of the experimental setup used tomeasure particle transmission efficiency. (a)
Schematic diagram of the ES setup, in which the sample is aerosolized by forming a Taylor cone. The
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Post-printing, the device was immersed in propylene glycol methyl ether acetate (PG-
MEA) for 1-2 days to remove uncured material. After this development phase, the
devices were rinsed in isopropanol twice for 30 minutes each time and then air-dried
on a cleanroom cloth. Assembly was done on a polydimethylsiloxane (PDMS) sheet
and observed under an optical microscope. Two 360 μm OD fused silica capillaries

were inserted into the inlets and secured with 5-minute epoxy (from Devcon). These
were routed through hollow 1/16-inch OD stainless-steel tubing (IDEX U-145, ID
0.046 inches) and affixed in place. The 3D model of the twin nozzle is publicly
accessible and can be downloaded from the following GitHub repository: https:
//github.com/safirafie/ESDesign.

3.2.2 Characterization and Sample Delivery Setup

The ES aerosol generator’s characterization was conducted using a Scanning Mobil-
ity Particle Sizer (SMPS) setup (TSI 3082 Electrostatic classifier, TSI 3788 N-WCPC,
TSI, Shoreview, MN), and a Rayleigh-scattering setup [108] (Figure 3.2). For each
measurement, the generation system’s outlet was initially connected to the SMPS
setup to record size distribution spectra (Figure 3.3a). Subsequently, it was connected
to the Rayleigh-scattering setup to image particles reaching the interaction chamber
(Figure 3.3b). Then, the particle transmission efficiency was calculated for each con-
figuration.

In addition to particle losses from the electrospray generator, particles can potentially
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Figure 3.3: Characterizationmethods using the baseline configurationwith sliver nano-cubes in ethanol buffer.
(a) Particle distribution of 75 nm-side length silver nanocubes measured by SMPS, showing diagonal
length. (b) A frame from the Rayleigh scattering setup showing particle flow into the interaction
chamber.
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be lost in the two skimmer stages as well as at the orifices inside the aerodynamic
lens. To account for these losses, we performed Rayleigh scattering measurements
to measure the absolute particle transmission through the whole sample delivery sys-
tem. The particles exit the aerodynamic lens into a vacuum chamber at approximately
1× 10−4mbar where they intersect a λ=532 nm double-pulsed Nd:YAG laser pro-
ducing 6.5 ns long pulses each with 100 mJ pulse energy. A plano-convex lens with a
150mm focal length focused the laser beam to a 100 μm Full Width at Half Maxi-
mum (FWHM) spot at the intersection point with the particle beam. Scattering from
aerosol particles was imaged with a microscope situated outside the vacuum chamber,
comprised of an infinity-corrected objective lens, zoom lens, and scientific CMOS
camera (Zyla 4.2 sCMOS).

Particle velocities v = L/τ were measured by illuminating each particle twice, with
time separation τ , resulting in two particle detections separated by a distanceLwithin
the same camera exposure. Images obtained from the Rayleigh scattering were ana-
lyzed using an open-source Python code (https://github.com/safirafie /SPCounting)
which calculates v, and position x, y for each detected particle.

Particle transmission, T was calculated as the ratio between the flux of particles exiting
the aerodynamic lens to the theoretical flux generated by the electrospray:

T =
vµ

ρQ
, (3.2)

where µ is the linear density of particles detected with Rayleigh scattering and ρ is the
particle concentration in solution [108].

The sample utilized in this study was a commercial silver nano-cube with a side length
of 75 nm. The particles were suspended in an ethanol-based 80mM ammonium
acetate buffer at a concentration ρ = 1.9E + 10/ml.

3.3 Results And Discussion

3.3.1 Effects of Different Ionizers

We investigated the impact of two distinct ionization techniques on particle trans-
mission efficiency in the ES process: the VUV ionizer (baseline configuration), as
illustrated in Figure 3.4a, and the X-ray ionizer, as depicted in Figure 3.4b. In the ab-
sence of an ionizer, the electrospray process generates positively charged particles that
are influenced by the electric field. Consequently, these particles tend to accumulate
on grounded surfaces, such as the faces of the orifice plate and the internal surface
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of the neutralization chamber. The accumulation of charged particles on these sur-
faces can lead to nearly complete losses in particle transmission, severely reducing the
efficiency of the electrospray system.

Everything else being equal, the VUV ionizer configuration delivers approximately
7 times more particles than using the X-ray ionizer as measured by both Rayleigh
scattering and SMPS (Figures 3.4c and 3.4d). Considering the calculated particle
velocity of 28m s−1, we obtain 35% and 5% transmission efficiency with the VUV
and X-ray setup respectively.
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Figure 3.4: A comparison of the particle transmission efficiency in ES using X-ray and VUV ionizers for different
sample flow rates. (a) and (b) schematic setup of the VUV and X-ray ionizers, respectively. (c) and
(d) the particle counts in each of these setups were measured using Rayleigh scattering and SMPS,
respectively. The results show that the VUV ionizer has higher particle transmission compared to
the X-ray ionizer.

We mainly attribute the increased particle transmission to the fact that VUV photons
are completely absorbed by the carrier gas in the direct vicinity of the emission win-
dow. In contrast, a majority of the X-ray photons do not interact with the carrier gas
inside the neutralization chamber[115]. This leads to a higher number of produced
charges, and hence more efficient neutralization, with the VUV source. For the same
reason, the VUV source can be placed closer to the Taylor cone without disturbing
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its operation, leading to a larger concentration of neutralizing charges close to the
counter electrode orifice plate.

Another commonly used ionizer in electrospray applications is radioactive 210Po α
particle source. We installed a commercial 210Po ionizer in a similar configuration to
the baseline configuration. We found that the 210Po ionizer outperformed the X-ray
ionizer by approximately a factor of 3. However, it underperformed when compared
to the VUV ionizer, by approximately a factor of 2.4.

3.3.2 Effects of Using An Auxiliary Electric Field

(a)

UV 
Ionizer

Carrier gas
 inlet

Pressure 
gauge

Sample inlet

Outlet

Steel

Glass Aluminum

Plastic

Electrode

30 mm

(b)
400 500 600 700 800 900

Flow Rate [nL/min]

3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

Co
un

ts
 S

ca
tte

rin
g 

[p
ar

tic
le

s p
er

 fr
am

e]

Scattering
Applied voltage: 0V
Applied voltage: 100V

(c)
400 500 600 700 800 900

Flow Rate [nL/min]

4

5

6

7

8

9

10

dN
/d

lo
gD

p 
[p

ar
tic

le
s/

cm
3 ]

×
10

5

SMPS
Applied voltage: 0V
Applied voltage: 100V

Figure 3.5: Electrospray transmission efficiency using a VUV ionizer with an auxiliary electrode operating at 0V
or −100V. (a) Schematic of the setup with the opposing electrode highlighted in blue. Particle
counts were measured with (b) the Rayleigh scattering setup or (c) SMPS. Applying−100V on the
opposite electrode increased particle transmission marginally.

We hypothesized that the presence of the auxiliary electric field can assist in attract-
ing positively charged particles away from the counter electrode (Figure 3.5). Applying
−100V to the electrode resulted in an approximate increase of 11% in particle trans-
mission. At −50V, −200V, −500V, and −1000V the transmission efficiency de-
clined. For the circular electrode used in this study, there is an optimal electric field
strength, which may arise from insufficient residence times in the ionization chamber
or from radial components of the electric field.
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3.3.3 Effects of Orifice Diameter

Particle transmission with orifice plates of 0.5mm, 1mm, and 2mm in diameter
were compared (Figure 3.6a). A 1mm orifice plate gave approximately 17% more
particles compared to the 0.5mm baseline configuration (Figure 3.6b), which trans-
lates to 41% transmission efficiency. This is in agreement with the previous study
by Fu et al [114], which also showed an improvement in transmission efficiency with
the use of larger orifice sizes. However, in contrast a 2 mm orifice plate could not
support a stable Taylor cone with our geometry and gas flow rates suitable for SPI
experiments.
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Figure 3.6: Particle transmission efficiency in ES using a VUV ionizer with 0.5mm and 1mm diameter orifices.
(a) schematic setup of the VUV ionizer, with the orifice highlighted in cyan. (b) and (c) the particle
counts in each of these setups were measured using Rayleigh scattering and SMPS, respectively.

3.3.4 Effects of Multi-Taylor Cone

We designed a 3D-printed nozzle ‘twin nozzle‘ designed to generate dual Taylor cones
in an attempt to increase the total number of transmitted particles compared to the
single-capillary emitter (Figures 3.7). Particle delivery was approximately 28% higher
in comparison to the case where the grinded nozzle was used. Although the multi-
Taylor cone configuration increased the number of particles delivered into the inter-
action chamber, the overall transmission efficiency was measured at 22%, which is
significantly lower than the baseline efficiency. Optical imaging showed that the two
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cones were not aligned with the orifice in the counter plate, resulting in a non-optimal
angle and an extended travel distance for the particles from the cones to the orifice
exit.
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Figure 3.7: Particle transmission efficiency of ES using a VUV ionizer with different nozzle geometries: a
grinded capillary that produces a single Taylor cone, and a 3D-printed ’twin nozzle’ featuring two
separate openings, each generating its own Taylor cone. (a) Schematic of the ground nozzle. (b)
Schematic of the twin nozzlewith dual openings. (c) Particle counts using Rayleigh scattering setup.
(d) Particle counts using SMPS.

3.3.5 Comparison of Particle Transmission Efficiency

A comparison of the transmission efficiencies, calculated as the flow rate average, for
all investigated configurations is shown in Figure 3.8. No significant correlation be-
tween transmission efficiency and sample flow rate was found. It is important to note
that our ES aerosol generator is not the only source of particle losses in the aerosol
sample delivery system. Particle losses can also occur in the two nozzle/skimmer stages
and on the orifices used as aerodynamic lenses. This is especially true for lighter par-
ticles such as proteins or viruses, which closely follow the gas carrier streamlines. For
such particles, Rayleigh scattering measurements require a tightly focused laser beam.
On the other hand, the aerodynamic focusing is decreased, leading to a particle beam
much larger than the required laser beam size. Thus, total transmission measurements
become considerably more challenging with decreasing sample size.
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Figure 3.8: A comparison of particle transmission efficiency for various ES configurations demonstrates the
influence of different factors such as ionizer type, orifice plate size, the presence of an additional
auxiliary electric field, and the production of dual Taylor cones.

3.4 Conclusion

To improve single particle imaging experiments at FELs, five distinct aerosol sample
delivery configurations were systematically compared for their transmission efficiency.
Rayleigh scattering and SMPS results were consistent in quantifying the effect of each
configuration. Most importantly, VUV ionization increased the particle transmission
by a factor of 7 relative to X-ray ionization. An auxiliary electric field, or a larger ori-
fice diameter of 1mm each had a relatively minor positive effect on particle transmis-
sion. Employing a 3D-printed twin-nozzle generating two Taylor cones considerably
improved particle number, while total transmission decreased. This highlights the
potential of exploring innovative nozzle designs to improve overall performance.

Further studies can focus on investigating additional parameters that may influence
the performance of ES particle generation systems. These may include electric field
strength and distribution, different electrode configurations, and aerosolization cham-
ber designs. Improved neutralization may be achieved with additional VUV ionizers,
or refined ionizer geometry, in the neutralization chamber. While we achieved parti-
cle transmissions only a factor 2.5 away from ideal 100%, measuring and optimizing
transmission for smaller (<20 nm) and lighter particles remains an unmet need for
single particle imaging at free electron lasers.
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Chapter 4

Helium-Electrospray Improves
Sample Delivery in X-ray
Single-Particle Imaging
Experiments

This chapter is based on the publication: Varma Yenupuri, T.†, Rafie-Zinedine, S.†,
Worbs, Heymann, M., Schulz, J. Bielecki, J., L., & Maia, F. R. N. C., ”Helium-
electrospray improves sample delivery in X-ray single-particle imaging experiments”,
Scientific Reports, 14, 4401, (2024), Springer Nature [116]. Reproduced with permis-
sion from the Springer Nature.

† These authors contributed equally.
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Abstract

Imaging the structure and observing the dynamics of isolated proteins using single-
particle X-ray diffractive imaging (SPI) is one of the potential applications of X-ray
free-electron lasers (XFELs). Currently, SPI experiments on isolated proteins are lim-
ited by three factors: low signal strength, limited data and high background from gas
scattering. The last two factors are largely due to the shortcomings of the aerosol sam-
ple delivery methods in use. Here we present our modified electrospray ionization
(ESI) source, which we dubbed Helium-ESI (He-ESI). With it, we increased particle
delivery into the interaction region by a factor of 10, for 26 nm-sized biological parti-
cles, and decreased the gas load in the interaction chamber corresponding to an 80%
reduction in gas scattering when compared to the original ESI. These improvements
have the potential to significantly increase the quality and quantity of SPI diffraction
patterns in future experiments using He-ESI, resulting in higher-resolution structures.

4.1 Introduction

Current generation X-ray free electron lasers (XFELs) with their ability to produce
highly intense X-ray pulses with durations of only a few tens of femtoseconds offer
a powerful tool to image a wide variety of aerosolized particles at room temperature.
Such high intensities on femtosecond time scales suggested that useful data could be
collected from weakly scattering single proteins or viruses by outrunning radiation
damage using the idea of “diffraction before destruction” [5]. Taking full advantage
of this new capability of coherent diffractive X-ray imaging using single particles in
the gas phase promises to not only deliver high-resolution structures but to extend
the study towards ultrafast dynamics [117, 118], opening the door for pump-probe ex-
periments on femto-and picosecond time scales. So far, single-particle imaging (SPI)
experiments have been successfully performed by injecting the aerosolized sample into
the X-ray interaction region using the ”Uppsala”-injector [63] on large biological sam-
ples (70–2000 nm) using gas dynamic virtual nozzles (GDVN’s) on viruses [31, 119–
123], cell organelles [40], whole cells [124] and most recently on gold nanoparticles
[125] using electrospray ionization (ESI).

Gas phase injection [86, 126] via an aerodynamic lens stack (ALS) has gained substan-
tial attention for its high scattering contrast, low background scattering compared to
liquid sample delivery, capacity for high-rate data collection and wide sample com-
patibility. A typical experimental SPI layout can be found in [61], and a modified
experimental setup for He-ESI-based experiments is shown in Figure 4.1. Particu-
larly, ESI as a sample aerosolization method has proven effective due to its ability to
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produce small droplets, resulting in virtually contaminant-free sample delivery [44].
But even with the large pulse energies available at modern XFEL facilities, the diffrac-
tion patterns from small particles, such as single proteins or virus particles with sizes
smaller than 50 nm have a very low signal-to-noise ratio preventing structure determi-
nation, despite computational efforts to reduce the noise [127]. A recent experiment
on the GroEL complex from E. coli delivered using ESI highlights the challenge for
small bioparticles: a high amount of background scattering from the N2 and CO2 in
the interaction region [27]. The large gas background hampers the identification of
signal from the sample of interest.
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Figure 4.1: The schematic diagram details an experimental setup of a He-ESI-based aerosol injector designed
for single particle imaging experiments at XFELs. This setup includes the He-ESI process illustrated at
the top, which aerosolizes the sample. Subsequently, the aerosol beam is transported through the
skimmer stages and the aerodynamic lens and eventually reaches the interaction chamber. Here, it
intersects with the XFEL beam. The XFEL pulses scatter off the particles within the aerosol beam,
generating diffraction patterns captured on the detector. (i) The Taylor cone, during standard
operation of He-ESI. (ii) The interaction between a particle beam and an X-ray beam. (iii) Scattering
pattern produced by a particle.

To obtain higher-resolution structures, a reduction of N2 and CO2 gas density in the
interaction region to enhance the signal-to-noise ratio is necessary. In addition, im-
proved particle throughput is needed to collect the several hundred thousand scatter-
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ing patterns from identical particles needed to fill the 3D reciprocal space [12, 128, 129].
Therefore, improving sample delivery is one of the crucial factors in enabling high-
resolution single-particle imaging at XFELs.

In this paper, we address these sample delivery challenges and present a modified ESI
source, which we refer to as the Helium electrospray (He-ESI). The main change is the
addition of a 3D-printed nozzle, designed to reduce the N2 and CO2 consumption
compared to the earlier setup (original ESI) [44] while still maintaining stable sample
delivery conditions. Helium (He) is introduced around the 3D-printed nozzle and
serves as the main gas for particle transport. Our modifications lead to a lower N2

and CO2 use and a decrease of heavy gasses in the interaction region by 83%. We
also demonstrate the successful use of the He-ESI with the ”Uppsala”-injector and
compare the performance with the original ESI in the injector setup. We observe an
increase in injection yield which can be as high as a factor of 10 for the small biological
particles.

Our He-ESI system shows great potential for SPI of small particles. The reduction in
heavy-gas background effectively increases the signal-to-noise ratio. Furthermore, the
use of He as the transport gas improves particle focusing in the ”Uppsala”-injector, and
enhances the throughput of particles into the interaction region. The ESI-setup devel-
oped here makes it possible to acquire millions of diffraction patterns with sufficiently
low background, an important milestone on the way to high-resolution time-resolved
3D structures of isolated proteins and viruses using SPI.

4.2 Methods and Results

The experimental setup in this study consists of a modified version of the ESI intro-
duced in [66], the ”Uppsala”-injector [63] with a two-skimmer box setup, an optical
scattering setup to detect the nanoparticles in the main chamber [130] and a residual
gas analyzer (RGA) (Extorr Inc., XT100M) to analyze the gas composition inside the
chamber.

4.2.1 Modified ESI source: He-ESI design

The modified ESI setup is shown in Figure 4.2. It includes a 3D printed nozzle (Upp-
sala nozzle) measuring 4.45 x 1.56 x 1.56 mm3 printed via two-photon polymerization
in a liquid resin (UpPhoto) within 35 minutes using the NanoOne 3D printing system
(UpNano). After printing, the nozzle was glued to a stainless-steel tube with an inner
diameter (ID) of 1.15 mm using a standard two-component epoxy glue (Loctite power
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epoxy) and connected to the N2 and CO2 gas mixture line. To reduce the background
scattering in SPI experiments, we replaced most of the N2 and CO2 used for particle
transport with He. The gas inlet previously used for the N2 and CO2 gas mixture was
used as the He inlet, as shown in Figure 4.2. The Uppsala nozzle is designed to hold
the silica fused capillary of 360 μm outer diameter (OD) in the center of the nozzle
as shown in Figure 4.2. We reduced the consumption of N2 and CO2 by placing
a 3D-printed structure around the capillary generating an N2 and CO2 atmosphere
between the capillary and the nozzle and filling the rest of the ESI head with He.

An alternative 3D-printed nozzle design, referred to as the EuXFEL nozzle, follows the
same principle of gas replacement but does not require the use of a fused silica capillary
inside. Instead, it is entirely printed using the Nanoscribe Photonic Professional GT
with IP-S photoresist. This design incorporated two capillary inlets: one with an ID of
40 μm for the sample and another with an ID of 180 μm for protective gases (N2 and
CO2). The dimensions of the EuXFEL nozzle are 1.4×0.5×1.2mm. Details on the
EuXFEL nozzle can be found in the supplementary materials. Furthermore, the CAD
models for both the Uppsala and EuXFEL nozzles are freely accessible and can be
downloaded from our GitHub repository at (https://github.com/ytejvarma/
Helium-nozzle) and (https://github.com/safirafie/ESDesign) respec-
tively.

camera

He in
original: N2+CO2 in

He

He

N2 + CO2 in

N2 + CO2

N2 + CO2

sample 
in

aerosol 
out

HV
+-

LED

210Po 
neutralizer

360 µm OD
30 µm ID
capillary
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stainless steel 

tube

swagelock T piece

Figure 4.2: Schematic of the He-ESI. The modification of the ESI to operate with He includes a Swagelok T-
piece, a stainless steel tube and the 3D-printed Uppsala nozzle. Liquid sample flows through the
capillary and a stable Taylor cone is formed by applying a high voltage. In between the capillary
and the inside of the nozzle a N2 and CO2 environment is formed with a combined flow rate of
around 50 mL/min. Helium is introduced through the original gas inlet, surrounding the nozzle
within the electrospray head and facilitating the flow of particles. The highly charged droplets
pass through a Po-210 neutralizer. Then, the neutralized aerosol is exiting the electrospray head.

4.2.2 Simulations of Gas Flow Around the Taylor Cone

In the electrospray process, a high voltage applied between the nozzle and a grounded
orifice plate creates a cone-jet meniscus, known as a Taylor cone, which is formed
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when electric forces balance liquid surface tension [71, 77]. The non-uniform electric
field at the tip of the Taylor cone can induce a corona discharge at a high enough
voltage. The electrons released from the ionized gas molecules neutralize the positive
charges on the liquid surface which causes a collapse of the Taylor cone. Therefore,
preventing corona discharge, while also minimizing the presence of heavier gases that
contribute to higher background X-ray scattering, is essential for stable sample deliv-
ery in SPI experiments.

Considering the required voltage for Taylor cone formation, and the geometry around
the nozzle, using only light gases like helium or hydrogen to support the electrospray
is not feasible due to their low electric field threshold for corona discharge. The light-
est gas mixture where we achieved stable operating conditions with the nozzle design
presented here was: He at 1.2 L/min, N2 at 20 mL/min, and CO2 at 15 mL/min.
Helium was the preferred light gas, considering hydrogen’s high flammability and ex-
plosive nature. N2 alone proved insufficient to prevent corona discharge while adding
minimal amounts of CO2 insulates against the discharge.

Understanding the distribution of gas species around the Taylor cone in the He-ESI
system is important for achieving stable sample delivery. Therefore, we performed
finite element simulations using COMSOL Multiphysics [131]. We used the laminar
flow interface and the transport of concentrated species interface and coupled these
interfaces together through a multi-physics interface. The laminar flow interface al-
lowed us to model the gas flow dynamics by computing the velocity and pressure fields
of the gases. Concurrently, the transport of concentrated species interface was used
to study gaseous mixtures by solving for the mass fractions of all participating species.

To monitor the risk of corona discharge around the Taylor cone, we calculated the
fractional concentration of each gas, denoted as xi and defined as:

xi =
ci

ci + cj + ck

where ci symbolizes the molar concentration of the gas for which we are determining
its fractional concentration, xi. The cj and ck denote the molar concentrations of the
remaining two gases in the mixture.

We compared the gas distribution between the original ESI and the He-ESI system, as
displayed in Figures 4.3a, 4.3b, and 4.3c. In the original ESI system, a mixture of two
gases was used. N2 was utilized as the carrier gas at a flow rate of 1L/min, and CO2

was employed as a protective gas, to shield the Taylor cone from corona discharge,
with a flow rate of 150mL/min. The He-ESI system instead uses a mixture of three
gases. He serves the role of the carrier gas with a flow rate of 1.2L/min, while N2

and CO2, with flow rates of 20mL/min and 15mL/min respectively, functioned
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as protective gases. The simulation results illustrate how in the He-ESI system, the
Taylor cone is effectively enveloped by CO2, preventing corona discharge.

To study the influence of various CO2 flow rates on the gas distribution around the
Taylor cone in the He-ESI setup, we performed simulations at CO2 flow rates of 10, 15,
30, and 50mL/min, as depicted in Figures 4.3d and 4.3e. The He and N2 flow rates
were kept constant at 1.2L/min and 20mL/min, respectively. These simulations
help estimate the minimal fractional concentration of gases necessary to sustain a
stable Taylor cone, thus minimizing the potential for corona discharge. This provides
important insights into the interactions and flow dynamics of the gases around the
Taylor cone, which can further help us optimize the design and operating conditions
of the electrospray system.

(a) (b) (c)

(d) (e)

Figure 4.3: The fractional concentration of various gases in the vicinity of the Taylor cone, highlighting the
effectiveness of gas shielding against corona discharge. a) The fractional concentration of CO2 in
the original ESI system. b) and c) The fractional concentration of CO2 and He respectively in the
He-ESI system. d) and e) The fractional concentration of CO2 and He respectively in the He-ESI
system under varying CO2 flow rates while maintaining a constant He flow rate of 1.2 L/min and
N2 flow rate of 20mL/min.

4.2.3 Operating Conditions for the He-ESI

The He-ESI with the Uppsala nozzle is stable under the following conditions: the tip
of the angled capillary (conically ground at an angle of 30o) must be kept at the edge
or slightly inside the nozzle, which is placed at a distance of 1.5 - 1.8 mm away from
the grounded orifice of 0.5 mm diameter. The liquid sample flow rates must be 100 -
200 nL/min, the He flow rate in the ESI head should be 1.2-1.4 L/min, the N2 flow
rate 0.03-0.035 L/min, the CO2 flow rate 0.015-0.02 L/min and the voltage between
2.2 - 2.6 kV. The stability of the He-ESI was monitored by measuring the current
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(typically around 200 - 300 nA) and visually with a camera pointing at the Taylor
cone. Under these conditions, the Taylor cone ejects positively charged droplets that
are electrostatically trapped on the grounded counter electrode [114]. For the sample
particles to reach the interaction chamber it is thus essential to neutralize them. To
achieve this, we passed them through a Po-210 neutralizer which functions by ioniz-
ing nearby gas molecules into positive and negative ions. The charged droplets are
subsequently neutralized by capturing ions of the opposite charge, after which the
solvent evaporates and leaves behind neutral sample particles. The particles are then
transported through conductive tubing to the inlet of the experimental setup.

4.2.4 Injector Setup: Operation using He-ESI

The He-ESI is coupled to the injector setup [44]. An extra helium inlet was added
to the injector setup before the first skimmer stage to avoid the suction of the gas in
the aerosolization and neutralization chamber of the ES due to the pumping in the
skimmer stages and to protect the Taylor cone. Typically, 2.5-3L/min He is added
at the aerosol inlet. In total, 4.2L/min He is required in the setup. The excess gas
is skimmed away using scroll pumps at the two nozzle-skimmer stages. The particles
enter the aerodynamic lens with a pressure of 1-1.2 mbar and exit the lens through
a 1.5 mm aperture into the interaction region in the experimental chamber, which is
kept at 10−5 mbar.

4.2.5 Gas Reduction in the Interaction Chamber

We used an RGA, mounted 25 cm away from the interaction region, to determine
the composition of the gas in the interaction chamber. RGA spectra while using both
types of ESI are shown in Figure 4.4. For the He-ESI (dashed red line), the largest
contribution is He at 4 atomic mass units (amu) with a partial pressure, measured
from the peak area, of 1.9× 10−5 Torr, while N2 and CO2, shown in the spectrum
at 28 and 44 amu, have partial pressures of 1.6 × 10−6 Torr and 3.1 × 10−7 Torr
respectively. There’s a further peak at 18 amu due to water contamination.

The relative composition of the input gases to the He-ESI is 1.22 % N2 and 0.97 %
CO2, compared to 8 % N2 and 1.5 % CO2 measured in the interaction chamber.
This discrepancy may be explained by the different pumping efficiency for He, N2

and CO2 based on Graham’s law, which states that the rate of diffusion or effusion of
gas is inversely proportional to its molecular weight. This implies, that N2 and CO2

diffuse much slower than He when passing through the nozzle in the two skimmer
stages leading to He being skimmed away first and more efficiently.
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The RGA spectrum of the original ESI, shown in black, shows much larger N2 and
CO2 peaks, with partial pressures of 8.7× 10−6 and 2.4× 10−6 Torr respectively.

He

N2

CO2H2O

Figure 4.4: Residual gas analysis spectrum inside the interaction chamber. Measured for the He-ESI (dashed
red) with flow rates of 4.2 L/min He, 0.03 L/min N2, 0.015 L/min CO2 and the original ESI (solid
black) with flow rates of 1 L/min N2 and 0.2 L/min CO2.

While the gases in the interaction chamber will scatter both elastically and inelasti-
cally, the inelastically scattered photons can be filtered due to their different energy.
But the elastically scattered ones are indistinguishable from those scattered by the
sample and are the main contributors to background noise in SPI [27]. For the res-
olutions relevant to SPI, each gas molecule is well approximated as a point scatterer
and the total scattering is then proportional to the square of the number of electrons.
We can then estimate the elastic scattering from the gas as the weighted sum of the
contributions of the different gas species, and with it calculate the expected elastic
scattering by the gas when using the He-ESI relative to the original ESI (Irel),

Irel =
pnew
N2

Z2
N2

+ pnew
CO2

Z2
CO2

+ pnew
HeZ

2
He

pold
N2

Z2
N2

+ pold
CO2

Z2
CO2

,

where pnew are the partial pressures of the He-ESI setup, pold of the original ESI and
Z is the total number of electrons of each gas molecule. Using this equation with the
partial pressures measured above we obtain an Irel of 0.188 or an expected reduction
of scattering intensity by ≈ 81 %.
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4.2.6 Sample delivery performance with the He-ESI

To show that the He-ESI is working stable and generates aerosolized particles suitable
for SPI experiments, we coupled the He-ESI to the “Uppsala”-injector. To detect the
flow of particles into the interaction region we used a Rayleigh-scattering microscopy
setup [130] and recorded particle intensities and beam evolution curves for 20-80 nm
polystyrene spheres (PS) in a 20 mM ammonium acetate (AmAc) buffer solution.
The beam-evolution curve is shown in the supplementary information Figure S2. At
a given injector pressure, the particle-beam focus position moves away from the in-
jector exit with increasing particle size. A similar behaviour has been observed in a
previous study using the same injector and GDVN aerosolization, i.e. focusing with
He, for PS with diameters larger than 40 nm [63]. For larger particles, the gas density
in the focus is lower. In addition, the opening angle of the particle beam decreases
with increasing particle size. The particle-beam parameters are summarized in Tab.
S1. The data collection and analysis are discussed in a [130]. Next, we characterized
the particle-beam density at the particle beam focus for different sizes of PS and Bac-
teriophage MS2 (MS2) and compared it to particle-beam density measurements using
the original ESI for aerosolization, i.e. using N2 as the main carrier gas. As a proxy for
the particle-beam number density, we show the number of particles collected in 1000
frames. Each frame contains one laser pulse for particle detection. Table 4.1 shows the
measured mean number of particles detected per 1000 frames in the particle-beam fo-
cus. For all particle sizes, the measured number of particles is higher using the He-ESI
compared to the original ESI. While the improvement of the measured particle num-
bers is different for the used sizes, the highest improvement in particle throughput,
by a factor of ≈ 11, is observed in the bioparticle MS2.

Table 4.1: Comparison between He-ESI and original ESI of the mean number of particles as a function of the
sample diameter.

Particles per 1000 frames

Sample/DMA size (nm) He-ESI Original-ESI
Bacteriophage MS2/ 25.9 460 42
20 nm PS/ 18.9 1010 271
30 nm PS/ 28.9 2546 517
40 nm PS/ 42.9 2264 874
50 nm PS/ 59.4 1553 939
70 nm PS/ 76.4 1118 527
80 nm PS/ 88.2 1150 300
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4.2.6.1 Exploration of Various Ionization Techniques in He-ESI

A comparative study was conducted to analyze the transmission efficiency between
two different neutralization techniques used in He-ESI: a Polonium (Po-210) source,
a radioactive alpha particle emitter, and a vacuum ultraviolet (VUV) ionizer, which
is essentially a VUV deuterium lamp. Both neutralizers function by ionizing nearby
gas molecules into positive and negative ions, enabling ES-generated charged particles
to be neutralized by capturing ions of the opposite charge. The key difference lies in
their ionization methods: the Po-210 source ionizes gas molecules through collisions
with alpha particles, whereas the VUV ionizer employs photoionization to achieve
the same effect. The target sample utilized for this experiment was cube-shaped silver
nanoparticles, with a side length of 75 nm, suspended in ethanol. In both techniques,
the gas flow rates were maintained at 1 L/min for He and 30 mL/min for CO2. Particle
detection was carried out in the interaction chamber using Rayleigh scattering [130].
The results from the number of particles detected showed that the Polonium source
delivered approximately 5% more particles than the VUV ionizer to the interaction
chamber.

Nonetheless, given that VUV light is more efficient at ionizing N2 gas [61], we ex-
tended our experiment by adding 30 mL/min of N2 through the He inlet. This intro-
duction of N2 enhanced the transmission efficiency of the VUV ionizer setup and out-
performed the Polonium source setup by delivering approximately 30% more particles.
This enhancement can be attributed to the improved neutralization of the particles,
facilitated by the VUV ionizer’s more effective in ionizing N2. These findings suggest
that the inclusion of N2 gas in the VUV ionizer setup could be a potential strategy to
enhance transmission efficiency in He-ESI. It is important to highlight, though, that
the advantages gained from incorporating N2 need to be balanced against its potential
contribution to background noise.

4.3 Discussion and Outlook

Within this paper, we presented improvements in the sample aerosolization process
by developing a He-ESI to reduce the background scattering due to gases in SPI ex-
periments. We used 3D printed nozzles to reduce the amount of N2 and CO2 and
kept modifications of the previously used ESI setup to a minimum. With the He-ESI,
the main particle transport gas into the interaction chamber is He. In the interaction
chamber and based on RGA measurements using the He-ESI with the Uppsala-nozzle,
the amount of N2 was reduced by 82 % and for CO2 by 87.7 %. While the large reduc-
tion of the heavy gasses in the initial gas mixture could not be observed to the same
extent in the interaction region, presumably due to different pumping efficiencies,
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an optimization of the skimmer assembly may improve the ratio in the interaction
region further. Nonetheless, assuming the ratio of the gasses measured in the RGA
translates into the ratio of contribution to background scattering, we reduced the gas
background scattering off the gas by 81 %.

Additionally, through simulations conducted using COMSOL Multiphysics, our study
has deepened the understanding of gas flow dynamics around the Taylor cone in a
He-ESI system. This allowed us to model the behaviour of different gas mixtures,
examining their respective impacts on protecting the Taylor cone from corona dis-
charge. Given our optimal operational conditions with a water-based buffer our sim-
ulations suggest that to maintain a stable Taylor cone, the He percentage should not
exceed 20% at the cone’s tip. Further computational analysis of the gas distribution
and breakdown voltage can aid in determining the minimum fractional concentration
necessary to maintain a stable cone before corona discharge occurs.

Our modification of the ESI not only demonstrates a decreased use of heavy gasses
for sample injection but also an increased throughput of particles into the interaction
region. The highest increase in transmission of particles was observed while injecting
small bioparticles: approximately by a factor of 11 for MS2 particles. Whereas, while
delivering PS into the interaction region, we measure an increase in the transmission
of particles by a factor of 2 to 5 depending on the particle size.

To further enhance particle transmission, we conducted a comparative analysis of the
transmission efficiency between Po-210 sources and VUV ionizer techniques within
He-ESI systems. Our results demonstrated that by adding 30 mL/min of N2 gas along
with He at the He inlet, the VUV ionizer’s performance was enhanced, surpassing the
Po-210 source by approximately 30%. For a more comprehensive understanding of
their impact on transmission efficiency, future studies could investigate the simulta-
neous utilization of both the Po-210 source and the VUV ionizer in He-ESI systems.

Although this is not the first adaptation of ES injection for X-ray diffractive imaging,
the presented modification is a much-required leap towards single protein imaging
by aiming at lower background scattering from the injection gases, allowing us to
recognize lower scattering signals from the sample in the diffraction data. We expect
the He-ESI to improve the quality of collected data and provide better experimen-
tal conditions for X-ray imaging of small nanoparticles not only due to the lowered
background but also because of a higher particle transmission through the injector.
Together, higher quality and quantity of diffraction patterns can be collected in the
future using a He-ESI for sample aerosolization.
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4.4 Supplementary Materials

4.4.1 He-ESI Design: the EuXFEL Nozzle

The EuXFEL nozzle was engineered using Siemens’ NX software and was designed
with three capillary inlets suitable for 360 μm outer diameter (OD) fused silica cap-
illaries for fluid feed, along with two outlets as shown in Figure 4.5. The inlet ports
comprised one for a sample with an inner diameter (ID) of 40 μm, another for gas
with an ID of 180 μm, and a dummy one which aids in centering the sample capil-
lary. The outlet ports included one designated for the sample, with an ID of 40 μm
and an angle of approximately 10◦, and another, concentric with the first, designated
for gas, with an ID of 410 μm and an angle of approximately 7◦.

The nozzle design was outputted in STL formats. The conversion of these STL-based
3D designs into print-job instructions, or GWL, was executed using Nanoscribe’s De-
Scribe software. For better structural stability of the fabricated devices, we adopted
a solid volume printing strategy with slicing of 1 μm and hatching of 0.5 μm. The
devices were then printed using the Nanoscribe Photonic Professional GT with IP-S
photoresist as the printing material. The process utilized a 25x objective lens from
Zeiss, full laser power, and a printing velocity of 100.000 μms−1. Under these con-
ditions, the printing duration for a single device was approximately one hour.

Following the printing process, the glass slide with the cured photoresist was sub-
merged in a beaker of propylene glycol methyl ether acetate (PGMEA) for one or
two days to dissolve any remaining uncured parts, a process known as development.
Post-development, the devices were transferred to a beaker of isopropanol for about
30 min, then relocated to another beaker filled with fresh isopropanol. Finally, the
devices were left on a cleanroom cloth to dry under ambient conditions.

The nozzles were assembled on clean polydimethylsiloxane (PDMS) sheet, with the
process monitored under an optical microscope. To secure the devices, an additional
piece of PDMS was applied over them. Following this, three fused silica capillaries,
each with an OD of 360 μm, were inserted into their designated fluid inlets on the
nozzle and secured with a 5-minute epoxy glue from Devcom. These capillaries were
then guided through hollow stainless-steel tubing with an OD of 1/16 inch (IDEX
U-145 with an ID of 0.046 inches) and glued between the nozzle material and steel.

4.4.2 Operating Conditions for the EuXFEL Nozzle

The operating stability of the He-ESI system is influenced by factors such as the buffer
type, the buffer conductivity, and the geometry of the aerosolization chamber. To
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Figure 4.5: Schematic drawings of the EuXFEL nozzle illustrate the dimensions and depict the inlets and outlets
of the nozzle.

minimize the presence of heavier gases and maintain a stable Taylor cone, the operat-
ing conditions were carefully optimized. Experiments were conducted using the Eu-
XFEL nozzle with two different buffers: water (with conductivities ranging from 900
to 1600 µS/cm) and ethanol (with conductivities ranging from 800 to 1300 µS/cm).
With the water buffer, we used a He flow rate of 1 − 1.5 L/min, a N2 flow rate of
20− 30 mL/min, and a CO2 flow rate of 15− 25 mL/min. With the ethanol buffer,
the He flow rate was adjusted to 1 − 1.6 L/min, while the CO2 flow rate was set at
10 − 20 mL/min, without any N2 flow. The nozzle was tested with two different
ionizers: a Po-210 source and a UV ionizer, before transporting the particles to the
Uppsala injector.
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4.4.3 PS particle-beam parameters

The particle-beam width depending on the distance from the injector exit was mea-
sured for different sizes of PS. A Gaussian beam evolution fit was used to determine
the focus width and the focus position. The particle-beam evolution curves are shown
in Figure 4.6 and the focus values are summarized in Table 4.2. A clear shift of the
particle-beam focus towards the injector exit with decreasing particle size is observed
and the particle-beam focus width increases as the particle size decreases.
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Figure 4.6: Particle-beam evolution curves for 20 - 80 nm PS at 1.0 mbar injector pressure using the He-ESI with
Uppsala nozzle for aerosolization. The main focussing gas is He.

Table 4.2: Experimental particle-beam parameters (focus position and width) for different sizes of PS. The par-
ticles were aerosolized using the He-ESI and the injector pressure was kept constant at 1.1 mbar.

Sample/DMA size (nm) focus position (mm) focus width FWHM (μm)
20 nm PS/ 18.9 2.23 73
30 nm PS/ 28.9 2.37 54
40 nm PS/ 42.9 2.59 46
50 nm PS/ 59.4 2.99 36
70 nm PS/ 76.4 3.35 29
80 nm PS/ 88.2 3.55 27
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Chapter 5

Coaxial Helium Electrospray for
Single-Particle Imaging at X-ray
Free Electron Lasers

This chapter is based on the publication: Rafie-Zinedine, S., Bielecki, J., Schulz, J.,
& Heymann, M., ”Coaxial Helium Electrospray for Single-Particle Imaging at X-ray
Free Electron Lasers”, Submitted to Journal of Synchrotron Radiation.

Contribution

I contributed to the conception of the idea, development and construction of the
setup, data recording and data analysis, preparation of figures for the manuscript,
writing of the initial draft, and updating the manuscript in collaboration with all
co-authors.

Abstract

Single particle imaging at X-ray free electron lasers relies on suitable sample injec-
tion of nanoscale macromolecules and particles into the gas phase at room tempera-
ture. A liquid-sheet strategy considerably extended the range of suitable samples to
include zero and high conductivities, of up to 40,000 µS/cm - a more then ∼8 fold
increased range compared to conventional electrosprays. A helium chamber atmo-
sphere in combination with a protective gas-sheet reduced background noise more
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then three-fold. These developments suggests new avenues to study ever more de-
manding biological and material science samples in the future.

5.1 Introduction

The brilliance of X-ray free electron lasers (XFELs) paved the way for single parti-
cle imaging (SPI) to capture room temperature diffraction patterns of nanoscopic
particles at high-resolution, including biological samples [12, 13]. Their short pulse
duration of ≈10 fs is invaluable to resolve ultrafast structural dynamics but also for
outrunning conventional radiation damage via ’diffraction-before-destruction’ imag-
ing [5]. While diffraction patterns generally provide only a 2D image plane of the
3D particle, a complete 3D structure can be reconstructed from combing multiple
individual diffraction patterns into a 3D dataset in reciprocal space. Phase retrieval
algorithms can then reconstruct the 3D particle structure [17]. To do so requires indi-
vidual particles to be as homogeneous and to be delivered as reproducibly as possible,
which promoted a continuous evolution in liquid jet and gas phase injection tech-
nologies [44, 46].

Electrospray (ES) has proven especially effective for single particle imaging [44]. In
this injection, electrical forces counterbalance liquid surface tension to form a cone-
jet meniscus called Taylor cone [66, 71, 114] that subsequently breaks into a mono-
disperse stream of nano- to micrometer-sized droplets (Figure 1) [61]. Particles are then
neutralized to prevent their capture on grounded surfaces and focused to a particle
beam into the X-ray interaction region via an aerosol lens stack [108, 110, 111]. Aero-
dynamic lensing can accelerate particles to hundreds of meters per second [44, 108].
This delivery modality is hence particularly well-suited to prevent multiple exposures
of the same particle at fast megahertz pulse rates, such as those achieved at the Euro-
pean XFEL, which emits X-ray trains at 10 Hz, each comprising up to 2700 pulses
with 220 ns spacing [14]. While traveling to the X-ray interaction region, solvent evap-
orates from these droplets to yield virtually contaminant free particles in the gas phase
[44] for high scattering contrast and lower background signal of recorded diffraction
patterns in the 2D detector. To date a broad range of samples, including cells [29],
cell organelles [40], viruses [30–39], proteins [27], and inorganic nanoparticles [42, 43]
were already imaged using this approach.

While providing encouraging proof-of principle results, many biological samples con-
tinue to be difficult to electrospray for single particle imaging. Firstly, the optimal salt
concentration for the sample may be too far away from the one required for a stable
Taylor cone, forcing non-ideal trade-offs. Especially, low salt regimes fail to suffi-
ciently suppress surface tension forces for reliable injection. A co-flow regime, where
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the low conductivity sample is surrounded by a suitable electrospray buffer could pro-
vide the best conditions for both sample stability and Taylor cone formation. A similar
double-flow focusing strategy has already been demonstrated for gas dynamic virtual
nozzles to inject microcrystal slurry [46, 56]. Also, non-conductive olive oil, which
alone cannot electrospray [66] could be aerosolized by co-injection with a conductive
water solution in a coaxial electrospray [132]. Here, a Taylor cone formed by the wa-
ter solution was coated with a thin layer of olive oil to produce a core-shell capsule
aerosol. Secondly, background scattering from heavy cases like N2 and CO2 used in
the electrospray chamber result in too low signal-to-noise ratios for structure determi-
nation [27], especially for smaller particles like single proteins or viruses below 50 nm
diameter. A recently proposed Helium Electrospray (HeES) method introduced he-
lium as the main gas for particle transport, while restricting N2 and CO2 to a narrow
region around the Taylor cone to protect it from corona discharge, thereby decreasing
background noise significantly [116].

While conceptually simple, realizing such filigree sheet flows for both the liquid and
the gas stream experimentally requires precisely microfabricated injectors. Cutting
edge two-photon polymerization has been shown to be capable to realize complex
3D fluidic devices with submicron precision, which has been readily exploited for
advanced microfluidic nozzles, offering improved performance, miniaturization, and
customization [46, 53].

We present a Coaxial Helium Electrospray (CHeES) nozzle for single particle imag-
ing experiments at XFELs, which can inject a broader range of sample conductivi-
ties at lower background noise then conventional electrospray injectors. CHeES uses
an ultracompact 3D nozzle design to simultaneously flow two coaxial liquids and a
coaxial gas to ensure stable sample delivery. It can spray a wide range of samples,
from non-conductive to relatively high conductivities (up to 40,000 µS/cm), while
simultaneously reducing N2 and CO2 gases in the interaction region by factors of
3.5 and 2.2, respectively. CHeES readily integrates with existing injector setups, in-
cluding the ’Uppsala’ injector at the SPB/SFX instrument of the European XFEL,
highlighting its practical utility in current XFEL facilities. CHeES experimentally re-
alized a more then threefold reduction in background noise without compromising
the injection yield when compared to a conventional electroscopes injectors, which
we demonstrate by collecting high quality diffraction patterns from cube-shaped silver
nanoparticles with a 55 nm side length. This may pave the way to explore structures
that were previously challenging or impossible to study in single particle imaging.
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5.2 Methods

5.2.1 Experimental Setup

Our single particle imaging set-up at the European XFEL features a modified elec-
trospray aerosol generator, consisting of an aerosolization chamber with a 3D-printed
CHeES nozzle and a neutralization chamber, separated by an orifice disk plate (Fig-
ure 5.1). It is building on a previous instrument [61]. In brief: The CHeES nozzle
aerosolizes a sample solution into positively charged droplets. Solvent evaporation
reduces these in positively charged particles, which enter a 25.2 mm diameter neutral-
ization chamber with vacuum ultraviolet ionizer (Hamamatsu L12542). The ionizer
radiation creates bipolar gas ions that neutralize the charged particles to prevent their
adhesion to the grounded chamber surfaces. Neutralized particles then pass through
the ’Uppsala’ injector [63], which includes a two-skimmer box for excess gas removal
and an aerosol lens stack for particle focusing. These particles intersect with a pulsed
X-ray beam, with a downstream detector capturing diffraction patterns. Additionally,
a residual gas analyzer can monitor gas composition inside the interaction chamber
in real time [133].

To achieve a defined CO2 gas sheet around the Taylor cone, the CHeES aerosol gen-
erator and used a three way gas flow control circuit (Figure 5.2). This configuration
can utilize nitrogen or helium mode to prevent corona discharge (Table 5.1). Mass
flow controllers (Bronkhorst model F-201CV) regulate each gas flow rate indepen-
dently. Differential pressure meters (Bronkhorst model P-506C) with control valves
(model F-001) maintained a constant pressure difference ∆P across the capillaries to
regulate sample and sheet-liquid flow rates independently. A microscope comprising
a fiber-coupled LED, infinity-corrected objectives (5X Mitutoyo Plan Apo f=200),
a tube lens (Thorlabs TTL200-A), and a CCD camera (Basler acA2440-20gm) was
used to image the Taylor cone. To induce Taylor cone formation, a high voltage was
applied to the sheet-liquid reservoir, while the orifice plate, aerosolization, and neu-
tralization chambers were set to ground. The CHeES nozzle tip and the grounded
orifice plate were placed approximately 1 mm apart. Droplet sizes were characterized
using a scanning mobility particle sizer (SMPS) (TSI 3082 Electrostatic classifier, TSI
3788 N-WCPC), linked to the generator’s outlet for size distribution recording.

Each experimental data point, sampled liquid-sheet and sample flow rates repeatedly,
including over various independent replicates using different 3D-printed CHeES noz-
zles of the same design. Real-time microscopy was used to to monitor Taylor cone
stability during data collection, which was essential to obtain reproducible data. Gas
mass flows were limited to not exceed 2 × 10−4 mbar chamber pressures to ensure
save operation of the AGIPD X-ray detector. Other applications, not limited in this
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Figure 5.1: Schematic diagram of the coaxial helium electrospray (CHeES) aerosol injector. After aerosolization
in the CHeES nozzle the resulting particle beam is neutralized, passes a skimmer stage and is focused
by aerodynamic lens stack into the X-ray interaction chamber to collect diffraction patterns. (a) The
CHeES nozzle is designed to initiate a co-axial sample and electrospray buffer flow in the Taylor
cone protected by a CO2 gas sheet to form core-shell droplets.

regard are expected to achieve higher transmission rates for increased gas flows.

Core-shell droplet size quantification experiments used a reference sample solution
containing 1% (v/v) sucrose, 20 mM ammonium acetate in water. Conductivity sam-
ples ranged between 0 mM (0 µS/cm) to 550 mM ammonium acetate (∼44,000
µS/cm). Buffer conductivities were confirmed with a conductivity meter (SevenEx-
cellence Cond meter). The droplet sizes were calculated from measured SMPS particle
sizes as previously reported [44]. For this, sucrose is used as a non-volatile additive to
determine the droplet size as:

Ddroplet = Dparticle C−1/3 (5.1)

where C is the volume-to-volume (v/v) concentration of sucrose.
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Figure 5.2: CHeES aerosol generator set-up. (a) A detailed illustration of the CHeES system configuration il-
lustrates liquid lines, along with the high voltage and carrier gas connections. Sheet (outer liquid)
and sample (inner liquid) aerosolize through Taylor cone formation and fly to the neutralization
chamber to be neutralized by a vacuum ultraviolet neutralizer before exiting into an SMPS for
droplet sizing. (b) Photograph of the physical configuration of the CHeES aerosolizer in the lab. (c)
Schematic of the gas flow circuit designwith an emphasis on the integration ofmass flow controller
and differential pressure meters coupled with control valves to regulate flow rates of sample and
sheet-liquid and carrier gases.

5.2.2 CHeES Design

The CHeES nozzle was designed using Siemens’ NX CAD software and exported
to .STL file format. The design is available at the GitHub repository: https://
github.com/safirafie/ESDesign. Nozzles were 3D printed as previously re-
ported [46, 53]. In brief, IP-S photoresist was exposed on a Photonic Professional
GT equipped with a 25x objective using solid-volume settings with 1 µm slicing and
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Table 5.1: Gas-sheet and liquid-sheet combinations for helium and nitrogen mode operation.

Parameter Helium-mode Nitrogen-mode
liquid-sheet water-based ethanol-based ethanol-based
He flow [L/min] 3 3 –
N2 flow [L/min] 0.08 0.06 1
CO2 flow [L/min] 0.06 0.03 0.13
applied Voltage [V] 3900 – 4400 1650 – 1950 1800 – 2100
liquid flow [nL/min] ≥357 ≥433 ≥433
liquid conductivity [µS/cm] 503 659 659
ammonium acetate [mM] 5 80 80

0.5 µm hatching when configuring the print job in DeScribe (all Nanoscribe). Ex-
cess resin was developed away by incubating in propylene glycol methyl ether acetate
(PGMEA) for about one day, followed by three 30-minute wash steps in isopropanol
and subsequent air-drying on a cleanroom cloth. Nozzles where then placed on a flat
polydimethylsiloxane (PDMS) sheet to inserted three fused silica capillaries (Polymi-
cro), each with a 360 µm outer diameter (OD) and inner diameters (IDs) of 40 µm
for the sample, a 75 µm for the buffer, and 220 µm for CO2 gas with a length of about
40 cm for lab testing and about 2 m for XFEL experiments. Devcon 5-minute epoxy
was then used to glue all inlet capillaries into the 3D printed nozzle and subsequently
into a hollow stainless-steel tubing (IDEX U-145, ID 0.046 inches, OD 1/16 inches).

5.2.3 Simulations of Gas Flow Around the Taylor Cone

To track the gas distribution surrounding the Taylor cone, the fractional concentration
of each gas, represented as xi, was calculated using finite element modeling (COM-
SOL Multiphysics 2022), as previously reported [116]. In brief, a laminar flow inter-
face modeled gas flow dynamics, calculating velocity and pressure in the aerosolization
chamber, while a transport interface analyzed the behavior of the gaseous mixtures by
determining mass fractions. Gas mass fractional concentration was defined as:

xi =
ci

ci + cj + ck

where ci represents the molar concentration of the specific gas whose fractional con-
centration, xi and the other two gases (cj and ck) present in the mixture. Complete
details for the finite element model are provided in (SI Figures 5.10, 5.11, 5.12).
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5.2.4 CHeES operating conditions

While sample flow rates ranged between 32 and 877 nL/min, the buffer flow was
set between 401 to 602 nL/min. These flow rates (Q) were regulated by adjusting
the pressure difference (∆P) across the capillaries, in accordance with the Hagen-
Poiseuille equation:

Q =
π(ID/2)4∆P

8ηL
(5.2)

with η as the fluid viscosity and the inlet dimensions as L = 40 cm and ID’s of 40
µm for sample and 75 µm for buffer. A voltage in the range of 2 to 4 kilovolts (kV)
relative to the counter electrode was applied to the buffer solution to induce and
stabilize the Taylor cone. Formation and Stability of the Taylor cone was observed
visually via the in-line microscope and by tracking the applied electric current and
the voltage adjusted as needed. Note that a stable Taylor cone constitutes an equilib-
rium between electrostatic forces and liquid surface tension at the interface [71, 77].
Also, the CHeES configuration does not require an electrode to apply a voltage on the
sample inlet. Under these conditions, the Taylor cone is formed by the outer buffer
liquid, which envelops the inner sample liquid stream. This results in the ejection of
positively charged core-shell droplets, consisting of a buffer liquid shell and a sample
solution core, as illustrated in Figure 5.1. After droplet ejection, all volatile compo-
nents from both liquids streams evaporate, leaving behind sample particles in the gas
phase.

For stable injection the helium mode light gas mixture called was slightly adjusted
for water or ethanol liquid-sheets (Table 5.1). Helium was preferred over the highly
flammable hydrogen. Alternatively, the injector can also be operated with the conven-
tional carrier gas environment (nitrogen mode). While a pure nitrogen atmosphere
could not prevent corona discharge, inclusion of minimal quantities of CO2 sufficed
to maintain stable electrosprays.

5.3 Results And Discussion

5.3.1 Multiphysics modeling of gas sheet for corona discharge protection

The high required voltages for Taylor cone formation and the specific geometric con-
siderations surrounding the nozzle pose a risk for corona discharge. If the break
through voltage is exceeded, gas molecules can ionize and then neutralize the positively
charged liquid surface to destabilize the cone. Worse, arching inside the experimen-
tal chamber can damage sensitive electrical devices, such as the detector irreparably.
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While light gases such as helium or hydrogen show lower X-ray background scatter-
ing then heavier gases such as nitrogen and carbon dioxide, their lower electric field
thresholds [134] have so far been deemed to risky for electrospray based single particle
imaging.

(d)

(c)

(b)

(a)

Taylor cone Counter electrode

Nozzle

Figure 5.3: Finite element modeling of gas flows around the Taylor cone in the CHeES nozzle underscore the
effectiveness of gas shielding to prevent corona discharge. Fractional gas concentrations of (a)
CO2, (b) N2, and (c) helium indicate that a large protective CO2 sheet can form around the Taylor
cone. A safe gas atmosphere composition similar to the conventional electrospray extends about
halfway from the tip of the Taylor cone to the counter electrode (d).
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We considered the conventional nitrogen chamber atmosphere comprising 73% N2

and 27% CO2 around the Taylor cone as a safe reference (Table 5.1). Finite element
modeling confirmed that a comparable gas atmosphere can be maintained to about
half a millimeter away from the Taylor cone by perfusing a narrow gas-sheet of 30
mL/min CO2 directly around the Taylor cone at the CHeES orifice to protect against
corona discharge (Figure 5.3). With steady state injection of 3 L/min helium and
60 mL/min nitrogen, this would induce a 65% helium atmosphere into the X-ray
interaction region for minimal background scattering.

5.3.2 CHeES nozzle design and characterization
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 (Yenupuri et al., 2024)
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Figure 5.4: Design and Assembly of the CHeES Nozzle. Narrow 40 µm and 75 µm inner diameter lines minimize
inner sample and outer sheet-liquid dead volumes. CAD design (a) with color coded inlet capillaries
and stereomicrograph (b) of an assembled nozzle. Bright field microscopy image (c) of a CHeES
nozzle in operation, forming a Taylor cone at the nozzle orifice. Scanning electron microscopy (d)
confirmed accurate fabrication of the fine features of the nozzle orifice used to form a conductive
liquid sheet around the sample stream in the Taylor cone, giving CHeES more stable operating
characteristics compared to conventional electrospray nozzles (e), which are prone to clogging
when non-volatile solutes deposit on the orifice over time. Scanning electronmircographs revealed
extensive sucrose deposits (f) on the orifice after clogging from spraying 1% v/v sucrose buffer for
about an hour.

Considering these simulation results, we designed a nozzle of about 1.4 x 0.6 x 1.25
mm in size (Figure 5.4). The design features three capillary inlets for 360 µm OD
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fused silica capillaries that propagate into the previously simulated coaxial hydrody-
namic flow focusing geometry. It was readily microfabricated using established 2pho-
ton stereolithography and assembly techniques [46, 53] and operated a stable cone-jet
when spraying buffer of 80 mM ammonium acetate in ethanol or 20 mM ammonium
acetate in water (Figure 5.4c). The liquid sheet completely eradicated nozzle clogging
artifacts from solute crust formation at the at the liquid-gas interface, which pose a
common failure mode in conventional electrosprays such as the related HeES nozzle
[116] (Figure 5.4ef ) .

5.3.3 Liquid sheet formation and conductivity range quantification

An ideal liquid-sheet combines a low surface tension with a suitably large conductivity
to form a stable Taylor cone at low electric fields. This in turn allows for lower applied
voltages and hence overall lower gas-sheet flows around the Taylor cone, as the crit-
ical breakdown voltage decreases according to Paschen’s law. Following the original
double flow-focusing concept [56], we explored ammonium acetate in ethanol as a
low surface tension sheet buffer by testing against a 1% v/v sucrose solution in water
as the inner liquid. We identified 401 nL/min sheet of 80 mM ammonium acetate
in ethanol with a conductivity of 659 µS/cm to show best Taylor cone stability and
aerosol generation from the tested range between 20 - 120 mM ammonium acetate
(SI Movie 5.9). Helium mode (Table 5.1) was defined to stably jet with this ideal sheet
liquid. For comparison, a 5 mM ammonium acetate in water with a comparable con-
ductivity of 503 µS/cm liquid-sheet flown at 357 nL/min required a much higher 4200
V for stable jetting. Accordingly, a heavy gas flows were increased to 80 mL/min of
N2 and 60 mL/min of CO2 gas-sheet in helium mode for water based liquid-sheets
(Table 5.1).

To test our hypothesis for liquid sheet assisted Taylor cone formation, we titrated a
range of inner samples with different conductivities against a reference outer liquid-
sheet of 80 mM ammonium acetate in ethanol. The inner liquid contained 1% sucrose
in water and 0 to 550 mM ammonium acetate, corresponding to conductivities of 0
to ∼44,000 µS/cm. We then quantified the minimum and maximum inner flow
rate limits for stable Taylor cone formation at fixed outer flow rates of 401 or 602
nL/min (Figure 5.5). The CHeES nozzle successfully sprayed samples ranging from
non-conductive to relatively highly conductivities of up to 40,000µS/cm. In contrast,
the conventional electrospray nozzle achieved stable Taylor cones only for the much
narrower window between 100 - 6,000 µS/cm, as unsuitably low or excessively high
surface charge densities impede cone-jet stability. We can hence deduce that the sheet
flow hypothesis holds to the extend that the range of acceptable sample buffers could
be noticeably improved.
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a) b)Outer liquid: 401 nL/min Outer liquid: 602 nL/min
ammonium acetate [mM]ammonium acetate [mM]

Figure 5.5: Conductivity range for effective aerosol generation by the CHeES injector. A wide spectrum of sam-
ple conductivities from 0 to 40000µS/cm could be injected, exceeding the conventional electrospray
system. Adjusting the outer liquid flow rates from (a) 401 nL/min to (b) 602 nL/min affected min-
imal and maximal flow rates for the inner fluid only marginally. Inner droplet sizes of 60-340 nm
diameter were aerosolized in both cases, with an inverse correlation against sample conductivity.
Three conditions covering low, mid and high conductivity regimes, here indicated by red arrows,
were selected for a detailed core-shell analysis for both outer flow rates tested.

Droplet size quantification from SMPS measurements and equation 5.1 implicated
inner liquid flows to contribute droplet volumes ranging from 60-340 nm in diameter,
which are well suited for single particle imaging. Notably, identical liquid flows for
more conductive samples yielded overall smaller droplets. This is consistent with the
required between liquid surface tension and electric forces for Taylor cone stability,
which necessitates a sufficiently large surface charge density that itself is compounded
by the liquids conductivity.

Overall, the minimum inner liquid flow rate remained insensitive to a wide range of
outer sheet liquid conductivities while being more sensitive to the outer liquid flow
rates. We expect this to be due to threshold low inner liquid flow rate, below which
the the outer liquid’s pressure induces the inner liquid to flow backwards into the
reservoir.

5.3.4 Core-shell analysis

We next set out to quantify contributions of inner and outer liquid jet to the gener-
ated aerosols by CHeES (Figure 5.6). For this, we focused on six conditions on the
lower stable jetting limit - three each for the 401 and 602 nL/min outer liquid flow rate
regime previously tested (Figure 5.5). For each combination of conductivity and flow
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rate, we performed SMPS sucrose particle sizing after complete solvent evaporation.
A 1% v/v sucrose solution was introduced in the inner liquid only (1), the outer liquid
only (2) or into both (3) (See SI Table 5.3 for a complete list of conditions). From
this the core diameter (1), the shell thickness (2) or the complete core-shell droplet
(3) could be accessed. The smallest droplet diameter produced by CHeES was ap-
proximately 149 nm, with a core diameter of about 72 nm and a shell thickness of
roughly 37 nm. Size dispersion for each experiment stayed below 5%. Furthermore,
we noticed a good agreement between directly measured (3) and inferred (sum of 1
and 2) overall diameters (Figure 5.6c), confirming the stability and repeatability of the
experiments.

20 mM ammonium 
acetate buffer in water

Sucrose solution with 
varying concentrations 
of ammonium acetate

CO2

Solvent evaporation
Infer sizes of 
initial droplet

Particle sizerDroplets from
CHeES jet

Core diameter

Shell thickness

Sucrose particle

20 mM ammonium 
acetate buffer in water

Sucrose solution

CHeES injector

a)

b) c)

Figure 5.6: Detailed quantification of droplet structure produced by CHeES: (a) Three independent experi-
ments were used to quantify a condition. Either, the inner core (top), outer sheet (middle) or
both (bottom) portions of the jet are supplemented with sucrose for SMPS particle sizing after
solvent evaporation. (b) For the six conditions tested, higher surface charge at the Taylor cone
produces smaller droplets and thus smaller particles (see Table 5.3 in SI for additional experimental
details). (c) Core-shell diameter quantified from separate experiments (inferred) or directly quan-
tified showed very good agreement with each other.

5.3.5 Background Noise Reduction

Based on the previous CHeES injector characterization, we set out to quantify the
achievable background noise reduction from a combined liquid-sheet plus gas-sheet
configuration at the SPB/SFX instrument of the European XFEL. For simplicity, we
prioritized to relate detector background noise between helium mode in a CHeES
nozzle and nitrogen mode used with conventional electrospray nozzles (Table 5.1).
The ideal liquid-sheet solution of 80 mM ammonium acetate in ethanol was used
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to help deliver 55 nm silver nanocubes suspended in ethanol at a concentration of
1.16×1011 particles/mL. Due to a lack of charge carriers, this inner sample would fail
to inject in a conventional electrospray nozzle [61], including our HeES injector [116]
which features a similar sheet-gas, but lacks a sheet-liquid. The injected sample for the
conventional ES hence combined ammonium acetate and silver cube concentrations
distributed into both CHeES liquid lines into a single ethanol solution.

Figure 5.7: Comparative analysis of diffraction background radial profiles at the European XFEL SPB/SFX in-
strument. Throughout the varying scattering vectors (q), photon counts per µJ per pixel for helium
mode (πHe) were lower then in nitrogen mode (πN2

), but still noticeably higher then at steady
state without injection (π0). The background noise reduction for helium compared to nitrogen was
quantified as Irel = 3.244 ± 0.075.

The residual gas analyzer in the SPB/SFX chamber measured concentrations of heav-
ier gases to reduce 3.5 fold for N2 and 2.2 fold for CO2 in helium mode with the
respective gas-sheet flow. Further more, radial profiles of background scattering pat-
terns measured a background noise reduction factor Irel = 3.244 ± 0.075 (Figure 5.7).
This decrease is consistent with the reduced gas scattering cross-section expected in
helium (new) over nitrogen (old) mode. Elastic scattering from a gas molecule is pro-
portional to the square of its number of electrons, Z. The chamber atmosphere can
then be considered to be the weighted sum over all gas species in the mixture and the
background noise reduction factor can be estimated as:

Irel ∼
pnew
HeZ

2
He + pnew

N2
Z2
N2

+ pnew
CO2

Z2
CO2

pold
N2

Z2
N2

+ pold
CO2

Z2
CO2

, (5.3)

with SPB/SFX chamber partial gas pressures, pgas, of 2.4× 10−6, 2× 10−6, 7.7×
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10−7 Torr for He, N2, CO2 in helium mode and 7.1 × 10−6, 1.7 × 10−6 Torr for
N2, CO2 respectively in conventional ES, we approximate Irel ∼ 0.3 corroborating
our earlier diffraction pattern based background reduction measurement.

Both, configurations achieved a hit rate of approximately 4%, indicating that the
CHeES system can match the conventional ES system in particle transmission effi-
ciency to the interaction chamber. However, an accurate experimental comparison in
this regard is inherently difficult, as smallest alignment and focus drifts of the nanome-
ter X-ray beam or minute gas flow obstructions from sample depositions along the
injection system can quickly deteriorate signal. A detailed analysis of collected silver
cube diffraction signal quality will be reported elsewhere.

5.4 Conclusion

We combined a coaxial liquid-sheet and gas-sheet into an electrospray nozzle, called
CHeES. Implemented as a precision 3D printed part, the potential for CHeES to
improve SPI in several ways could be demonstrated experimentally. Over all, CHeES
could form core-shell droplets as small as ∼149 nm in dimeter, consisting of a core of
∼72 nm and a shell thickness of ∼37 nm, which are suitable for SPI and comparable
to the smallest droplet diameter generated by conventional ES [44].

The previously explored helium gas-sheet injection concept [116], could for the first
time be validated in diffraction experiments to realize a diffraction background re-
duction and hence signal-to-noise improvement by a factor of more then tree fold.
Further optimizing the gas-sheet in the future may help reduce parasitic gas loads in
the experimental chamber. For instances, a Laval nozzle taper may help reduce radial
dissipation of the gas sheet to further reduce heavy gas injection [135].

Even more fascinating is the prospect of de-coupling liquid sample buffer composi-
tion from the electro spray ionization process, afforded by the liquid-sheet. Samples
ranging in conductivity from zero up to 40,000 µS/cm were readily injected without
compromising the stability of the Taylor cone. Consequently many more samples
can now qualify for electrospray based SPI, such as biological macromolecules that
are only stable at very low or high ionic strength outside of the conventional electro-
spray parameter space. Also, organic and inorganic samples with narrow non-polar
solvent requirements can now be explored, such as for instances select perovskites
[136].

Future work should analyze mixing between both liquids forming the Taylor cone in
more detail. Considering the volume of the Taylor cone and the applied flow rates, we
estimate the average residence time of liquid in the cone to be of order 0.1-0.4 ms and
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hence comparable to the sheet jet formation in the double flow focusing nozzles [56].
Ammonium acetate or ethanol with a diffusion coefficient in water of order 10−9 m2/s
diffuses a distance of 0.5-1 µm during this time span [137]. Accordingly, significant
mixing can be expected in submicron diameter jets. Furthermore, circulation eddies
have been reported to occur in the Taylor cone tip [138], possibly resulting in more
complex mixing patterns.

Qualification of new samples for CHeES will hence likely require extensive prior test-
ing to identify optimal sample buffer and liquid-sheet conditions. For example, when
a biological macromolecules is sensitive to ethanol, an optimal low-ethanol or even
ethanol-free sheet-liquid has to be identified first. Such validation work should con-
firm sample integrity via transmission electron microscopy after spraying [44, 139]. In
turn, time-resolved mixing experiments may benefit from increased mixing through
dedicated 3D micromixer structures [46]. With these aspects CHeES may also help
advance other imaging modalities, such as for instances electrospray assisted electron
microscopy [139].
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5.6 Supplementary Materials

5.7 Sample and Buffer Preparation

To prepare the ethanol-based buffer, we first made a 500 mL stock solution with 0.5 M
ammonium acetate. This stock was then diluted with ethanol to achieve ammonium
acetate concentrations ranging from 20 to 120 mM. For the water-based buffer, we
prepared a 500 mL stock solution with 1 M ammonium acetate and diluted it with
water to create concentrations ranging from 2 to 500 mM. Each concentration of the
water-based buffer was then split in two: one portion was left unmodified, while the
other had 1% (v/v) sucrose added to create sucrose-containing samples across the same
concentration range. Additionally, we prepared a 1% sucrose solution in ultrapure
water without ammonium acetate.

5.8 Experimental Setup

Table 5.2: He-mode and N2-mode operations for CHeES and HeES systems.

CHeES HeES
Parameter He-mode N2-mode He-mode N2-mode
He flow rate (L/min) 3 – 4.2 –
N2 flow rate (L/min) 0.06 1 0.03 1
CO2 flow rate (L/min) 0.03 0.13 0.015 0.2
Voltage range (V) 1650 – 1950 1800 – 2100 2200 - 2600 NA
Buffer flow rate (nL/min) ≈433 ≈433 100 - 200 100 - 200
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5.9 CHeES Design

Figure 5.8: CHeES nozzle design. Renderings and technical drawing to nozzle dimensions, inlets, and outlets.
Dimensions in milimeter.
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5.10 Liquid sheet formation and conductivity range quantifi-
cation

Figure 5.9: SI Movie 1: Taylor cone stability using a 401 nL/min flow of ammonium acetate in ethanol at con-
centrations of 20, 80, and 120 mM. The 80 mM sheet demonstrated the highest stability and most
effective aerosol generation.

91



5.11 Simulations of Gas Flow Around the Taylor Cone

a)

c)

b)

d)

Figure 5.10: The fractional gas concentrations in the aerosolization and neutralization chambers within the
CHeES system. a) The fractional concentration of CO2, b) N2, and c) He, respectively, while d) is
the gas density.
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Figure 5.11: The gas density in the aerosolization and neutralization chambers within the CHeES system, with
a zoom-in on the area around the Taylor cone.

Figure 5.12: The element size of the mesh in the aerosolization and neutralization chambers within the CHeES
system, with a zoom-in on the area around the Taylor cone.
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5.12 Conductivity range quantification

a) b)

Figure 5.13: Droplet size as a function of conductivity, showing a decrease in droplet size with increasing con-
ductivity: (a) with an outer liquid flow of 401 nL/min, and (b) with an outer liquid flow of 602
nL/min.
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5.13 Core-shell Analysis

Table 5.3: Inference of droplet structure produced by the CHeES system following the procedure of the core-
shell analysis from Figure 5.6 Using the six marked conditions from Figure 5.5, we infer the core
diameter, shell thickness, and core + shell diameter of the droplets. The table shows that higher
surface charge at the Taylor cone produces smaller droplets and thus smaller particles.

Ammonium Acetate Inner liquid Outer liquid Measured particle Inferred particle diameter [nm]

buffer background Sucrose Flow rate Sucrose Flow rate diameter Core Shell Entire droplet
[nL/min] [nL/min] [nm] diameter [nm] thickness [nm] diameter [nm]

1 wt% — 25± 0.38 116± 1.8 — —

2 mM — 32 1 wt% 401 47.6± 0.45 — 57± 2.1 —

1 wt% 1 wt% 51.1± 1 — — 237± 4.6

1 wt% — 23.8± 0.35 111± 1.6 — —

20 mM — 32 1 wt% 401 45.2± 0.8 — 54± 3.7 —

1 wt% 1 wt% 48.4± 0.93 — — 214± 4.3

1 wt% — 15.6± 0.22 72± 1 — —

500 mM — 32 1 wt% 401 30.4± 0.5 — 37± 2.3 —

1 wt% 1 wt% 32.1± 0.7 — — 149± 3.2

1 wt% — 25.8± 0.5 120± 2.3 — —

2 mM — 49 1 wt% 602 70.3± 1.5 — 106± 7 —

1 wt% 1 wt% 72.9± 1.7 — — 334± 7.9

1 wt% — 25± 0.5 116± 2.3 — —

20 mM — 49 1 wt% 602 66.1± 1.3 — 98± 6 —

1 wt% 1 wt% 68.6± 1.3 — — 297± 6

1 wt% — 18± 0.45 83± 2.1 — —

500 mM — 49 1 wt% 602 44.2± 1 — 63± 4.6 —

1 wt% 1 wt% 46.5± 1.1 — — 208± 5.1
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Chapter 6

Looking Back, Moving Forward:
Achievements and Future
Opportunities

6.1 Achievements

A significant bottleneck in the ES-based gas phase injection system, as previously
discussed in the Introduction, includes low particle transmission, considerable back-
ground noise from gas scattering, and limitations in the range of sample conductivities
that can be effectively sprayed [13]. These limitations have consequentially impeded
the resolution, quality, and volume of data attainable in single-particle imaging at
XFEL facilities. The work presented in this thesis has addressed these challenges by
developing new methodologies and technologies to improve the performance of ES-
based gas phase injector systems. It proposes solutions to increase particle transmis-
sion efficiency [61], reduce background noise [116], and broaden the sample conduc-
tivity range.

Moreover, the contributions of this thesis are not limited to the technical improve-
ments of injection systems. They also extend to the broader scientific community
engaged in the quest to unravel the complex structures of biological entities. We
anticipate that these contributions will significantly enhance the accurate and high-
resolution imaging of nanoparticles and biomolecules, including proteins, by lever-
aging the unparalleled capabilities of XFELs [27, 37]. This advancement is expected
to pave the way for groundbreaking research opportunities, fostering a deeper under-
standing of the microscopic entities in terms of their structural and functional prop-
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erties. This understanding is crucial for scientific advancements in various scientific
domains, including but not limited to, biochemistry, pharmacology, and materials
science [12].

The following sections summarize the approach to the previous challenges, highlight
the key findings and contributions of this work, and discuss their implications for the
field of single-particle imaging and related research areas.

6.1.1 Optimizing Efficiency in Particle Transmission

The current ES-based system’s inefficiencies stem mainly from the charged nature of
the particles it produces, leading to significant losses. These particles, repelling each
other due to their like charges and being attracted to the system’s grounded surfaces,
often fail to effectively traverse the system. Instead, they are deposited on the counter
electrode’s orifice plate [66].

To address this issue, our investigation embarked on a methodical examination of
various factors affecting the performance of ES-based systems. Recognizing the piv-
otal role of neutralizers in particle neutralization, we explored the efficacy of different
types, including VUV, soft X-ray, and polonium-210 (210Po), in enhancing particle
transmission efficiency [83, 114]. Concurrently, we delved into the impact of altering
the geometry of the ES setup, aiming to identify configurations that could minimize
particle loss. This exploration, however, was not without its constraints. The limita-
tions imposed by gas flow rates, particularly critical in the context of SPI experiments,
necessitated a balanced approach. Our endeavors to optimize the system were thus
guided by a dual focus: achieving a high level of efficiency while ensuring the practical
applicability of our solutions for SPI experiments [44].

Our experiments across various system configurations revealed the VUV ionizer as a
superior alternative to the traditionally used soft X-ray ionizer, achieving a sevenfold
increase in transmission efficiency over previous setups. Additionally, optimizing the
orifice size on the counter electrode, in combination with the VUV ionizer, led to a
more than 40% particle transmission efficiency from solution to the X-ray interaction
region.

These advancements significantly enhance data collection for high-resolution struc-
tural determination. The notable increase in transmission efficiency translates into
a higher quantity of high-quality diffraction patterns. Such an abundance of data is
crucial for achieving high-resolution structural determinations, meeting the primary
goal of facilitating statistically significant data collection from individual nanoparti-
cles, including biomolecules [17, 122, 129]. Improved transmission efficiency not only
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boosts the quality of the final 3D reconstructions but also optimizes the use of ex-
perimental resources and time. This makes the research process more efficient and
cost-effective. Moreover, the successful implementation of the VUV ionizer increases
its availability to the research community. It does so by mitigating the safety con-
cerns associated with the use of polonium-210 (210Po) sources or soft X-ray ionizers,
thereby making the system more accessible and user-friendly for implementation in
XFEL facilities worldwide.

6.1.2 Minimizing Gas Scattering-Induced Background Noise

The challenge of high background noise caused by the scattering of gases (N2 and
CO2), which leads to low-quality diffraction patterns, can be addressed by using
lighter gas such as He as the primary gas for particle transport [27]. He, with its
notably low atomic number, is preferred over hydrogen (H2) for safety considera-
tions. However, employing He alone in the aerosolization chamber can induce corona
discharge and potentially collapse the Taylor cone. To mitigate the risk of corona dis-
charge and safeguard the Taylor cone, a controlled mixture of N2 and CO2 gases can
be utilized [66].

To overcome this challenge, we introduced the He-ESI system. At the heart of this
innovation is a 3D-printed nozzle, which is designed to reduce the presence of N2 and
CO2 by approximately 83% compared to traditional ES while maintaining a stable
Taylor cone. Moreover, the successful integration of the He-ESI system with the
”Uppsala” injector marks a significant enhancement in injection yield, especially for
small biological particles, by approximately a tenfold increase.

These advancements significantly enhance our research objectives, opening new re-
search directions and applications. This is particularly relevant for samples previ-
ously characterized by low signal-to-noise ratios [12]. The ability to generate high-
quality diffraction patterns now facilitates high-resolution 3D reconstruction of small
nanoparticles, especially those of small biomolecules (below 50 nm). This capability
unveils novel avenues for scientific investigation, enabling researchers to explore the
structural and functional properties of a broader range of biological systems with un-
precedented detail. Such insights hold wide-ranging implications, potentially driving
progress in diverse fields such as pharmacology, materials science, and energy. For
example, a deeper understanding of material structures at the atomic level could cat-
alyze the development of more efficient technologies for energy storage and conversion
[2, 15].
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6.1.3 Broadening the Sample Conductivity Spectrum

One of the primary challenges is the narrow range of sample conductivities suitable
for efficient ES [66], compounded by the need to minimize background noise. This
constraint stems from the fundamental principle of ES, in which sample conductivity
is critical to the formation of the Taylor cone—a state where electrostatic forces on
the liquid surface outweigh its surface tension [76, 77]. A potential solution is to
create the Taylor cone using a separate conductive buffer solution, then introduce the
sample to be sprayed from this Taylor cone [132].

We developed a CHeES system for SPI at XFELs, capable of handling a wide range of
sample conductivities. CHeES combines He-ES with coaxial electrospray technology
to improve sample delivery, ensuring stable delivery and optimal droplet size for SPI
at XFELs. It significantly reduces background noise by lowering N2 and CO2 levels
in the interaction area, decreasing them by factors of 3.5 and 2.2, respectively. CHeES
can spray samples from non-conductive to highly conductive (up to 40000 μS/cm),
enhancing the range of samples that can be analyzed. Its application with the ”Upp-
sala” injector at the EuXFEL’s SPB instrument demonstrates that its injection yield is
on par with traditional electrospray systems [44].

These advancements significantly contribute to the research’s overarching goals by
broadening the spectrum of analyzable samples and enhancing data quality. The novel
sample delivery system is capable of handling a wider variety of sample types, includ-
ing biological samples and inorganic nanoparticles. This increased versatility allows
for an expanded range of sample types to be effectively studied, with minimal modifi-
cations required to preserve their structural integrity. When combined with enhanced
transmission efficiency techniques, these optimized delivery systems can notably im-
prove both the quality and quantity of data collected during XFEL experiments. Such
advancements are not merely technical; they also provide substantial benefits to the
scientific community, thereby expanding the scope of research and potential discov-
eries within structural biology and related fields [12].

6.2 Future Opportunities

While we have achieved significant improvements in the system’s performance, sev-
eral limitations still need to be addressed in future research. Notably, although we
have enhanced the particle transmission efficiency, the system exhibits lower transmis-
sion efficiency for lighter and smaller particles. This issue may stem from increased
losses at the skimmer stages for these smaller and lighter particles. To address this,
future work could focus on a deep dive into the mechanics of particle loss at these
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stages [140]. By harnessing Computational Fluid Dynamics (CFD) and advanced
simulation techniques, researchers can explore new geometries for the skimmer that
minimize turbulence and optimize the flow path for these smaller particles, thereby
enhancing transmission efficiency [141]. This could involve the development of adap-
tive skimmer designs that dynamically adjust based on the particle size distribution
of the sample.

In the He-ES system, laboratory results demonstrated a notable reduction in the heav-
ier gas load entering the interaction chamber—approximately 81%. However, initial
tests at the SPB endstation at XFEL reported a lesser reduction, around 66%, and
a background noise reduction by roughly threefold. This discrepancy could be at-
tributed to differences in the experimental setups, possibly exacerbated by leaks that
increased the gas scattering background more than expected. Such a reduction may
still not suffice for experiments requiring extremely low background noise, like those
involving small, light biological particles, to obtain high-resolution structures [27]. To
address this challenge, further refinement in both the nozzle designs and the overall
system setup, coupled with baking the interaction chamber to eliminate heavier gases,
can reduce background noise further. The proposed baking process, followed by filling
the chamber with He, serves a dual purpose: it purges the chamber of contaminants
and optimizes the environment for lighter, small biological particles [142]. Addition-
ally, refining the catcher geometry could ensure the efficient capture of heavier gases
upon injection, thereby reducing the potential for noise-inducing interactions [3].

In the CHeES system, droplet size was larger than in traditional electrospray sys-
tems within certain conductivity ranges due to the minimum inner flow limit before
the outer flow completely blocks it. This limit results in larger droplets for specific
conductivity ranges, potentially increasing contamination risk for samples [44]. To
address this, the nozzle design can be refined to operate with a lower inner flow rate,
producing smaller droplets. This approach minimizes the sample’s exposure to poten-
tial contaminants, thereby preserving its integrity for high-precision experiments.

Future opportunities, such as addressing sample degradation during experiments, im-
plementing periodic sonication to maintain sample conditions, and increasing the hit
rate by raising particle density at the intersection with the X-ray, will be discussed in
more detail below. Additionally, integrated systems to address these opportunities
will be proposed.

6.2.1 In-situ In-line Monitoring System

To address sample degradation during experiments, it is essential to incorporate op-
tical techniques, sensor technology, and real-time data analytics into a in-situ, in-line
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monitoring system. A practical approach includes an inline Rayleigh scattering setup,
similar to the method introduced by [63], positioned after the skimmer stages. This
system offers instant feedback on sample quality and transmission efficiency through
the monitoring of particle physical characteristics. By measuring the intensity of scat-
tered light, it detects variations in particle number, size, or composition that signal
degradation.

Developing this system involves:

• Understanding Rayleigh Scattering: This phenomenon, where light scatters off
particles smaller than the light wavelength, is sensitive to particle size, concen-
tration, and refractive index, making it suitable for sample integrity monitoring
[143].

• Designing the Inline Setup: Incorporates a pulsed laser, optical components
to direct and focus the laser beam through the sample stream, and detectors to
capture scattered light. Considerations include a stable, fiber-coupled nanosec-
ond pulsed laser; an optical path designed to intersect the particle beam with
minimal stray light; and high-sensitivity detectors, like CMOS cameras, for
capturing low-intensity light.

• Integration with Skimmers: The setup must be compact and compatible with
existing skimmer stages to minimize disruption.

• Data Acquisition and Analysis: Requires developing real-time systems for pro-
cessing detector signals and analyzing data using algorithms or statistical models
to detect sample degradation signs [144].

• Feedback Loop for Quality Management: Enables immediate corrective ac-
tions through automatic adjustments or operator alerts, such as modifying the
sample flow rate or applying sonication to prevent aggregation.

Combining a compact design with a sufficient signal-to-noise ratio poses significant
challenges, especially for detecting small particles. A monitoring system with broad
applicability requires a compact, portable, and easy-to-set-up design, necessitating the
delivery of a laser beam through an optical fiber. This requirement can limit the laser
intensity and, consequently, the signal-to-noise ratio. Selecting the appropriate opti-
cal fiber involves a trade-off: single-mode fibers can deliver a high-quality beam with
excellent focus but at lower power, while multimode fibers can deliver higher power
but produce a beam of lower quality that is challenging to focus accurately [145]. Addi-
tionally, stray light poses another challenge, potentially impacting the signal-to-noise
ratio and necessitating meticulous measures to minimize its effects. The integration
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of a compact infinity-corrected objective lens and a camera as the detector can con-
strain the system’s resolution and sensitivity, thereby limiting the detection of the
smallest particle sizes. Furthermore, physical integration presents spatial arrangement
challenges and necessitates ensuring that the system’s addition does not introduce un-
wanted perturbations to the sample flow or alter the overall experimental procedure.

6.2.2 Piezo-based Sonication System

The necessity for periodic sonication to maintain sample condition introduces com-
plexities in the operation of sample delivery and can impact the overall throughput of
experiments by consuming valuable time for periodic sample maintenance. Integrat-
ing a piezo-based sonication system directly into the sample delivery setup, where the
samples are held in Eppendorf tubes, offers a seamless solution to this challenge. This
approach not only streamlines the sample delivery process but also ensures that the
sample remains in optimal condition, preventing particle aggregation and ensuring
uniformity throughout the experiment. Additionally, it enables remote control and
adjustment of the sonication parameters as needed.

This guide outlines integrating a sonication system:

• Piezoelectric Transducers: The core of the sonication system consists of piezo-
electric transducers that are capable of converting electrical signals into me-
chanical vibrations, thereby producing ultrasonic waves. A wide range of trans-
ducers is available that can generate the required frequency and intensity of ul-
trasonic waves for effective sonication of the samples, typically using frequen-
cies between 30kHz to 80kHz for sonication applications [146].

• Sample Holder Adaptation: The sample holder, designed to accommodate Ep-
pendorf tubes, should be modified to ensure efficient transmission of ultrasonic
waves. This may involve incorporating materials that efficiently conduct ultra-
sonic vibrations while ensuring compatibility with the existing experimental
setup.

• Medium for Ultrasonic Wave Transmission: A crucial aspect of the design is
selecting a medium capable of effectively transmitting ultrasonic waves from the
transducers to the samples. While water is commonly used due to its excellent
transmission properties, a gel-based medium, such as a sonication gel, may
be more appropriate for Eppendorf tube applications. This medium should
encapsulate the lower part of the Eppendorf tube, ensuring direct contact with
the tube without requiring the samples to be immersed in a liquid that could
potentially contaminate them [146].
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• Remote Control and Adjustment: Implementing a control system that allows
for the remote adjustment of sonication parameters (frequency, duration, and
intensity) is critical. This flexibility ensures that the sonication can be tailored
to the specific needs of different samples, improving the system’s utility across
a wide range of experiments.

However, challenges including sample integrity are paramount; the sonication process
must avoid overheating or negatively impacting delicate samples [147]. The sonication
system also needs to integrate seamlessly with current experimental setups, including
operational workflows. Additionally, if an in-situ inline monitoring system is avail-
able, it can offer real-time feedback on sonication effectiveness, permitting necessary
adjustments.

6.2.3 Piezo-based Acoustic Levitation System

For the manipulation of lighter and smaller particles, the development of a piezo-
based system—utilizing acoustic levitation to convert a particle beam into a bunched
particle beam—emerges as an innovative solution [148]. This method holds the po-
tential to significantly increase particle density at the interaction point with the XFEL
beam, thereby enhancing hit rates. By leveraging the precise control afforded by
acoustic levitation, the system can synchronize particle delivery with the XFEL beam,
optimizing their interaction and maximizing data collection. The following is a de-
tailed exploration of how such a system can be realized and implemented, with a
particular focus on integration with the aerodynamic lens stack.

Acoustic levitation, the foundational principle, employs sound waves to suspend par-
ticles in air or gas, countering other forces with a pressure field generated by the sound
waves [149]. This field creates nodes, where there is no movement, allowing particles
to be trapped and held in place. By finely modulating these sound waves, the system
can manipulate the position and density of particles with great precision. A piezo-
based system utilizes piezoelectric materials, which deform under electric voltage, to
produce exact sound waves necessary for effective acoustic levitation and particle ma-
nipulation.

The system’s design includes:

• Piezoelectric Transducers: Convert electrical signals into mechanical vibrations
for levitation, tailored for specific particle sizes [146].

• Acoustic Chamber: Precisely controls the acoustic field for effective particle
bunching, aligned with the aerodynamic lens stack for synchronized delivery
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with the XFEL beam.

• Control System: Modulates transducers for real-time beam density and distri-
bution adjustments.

However, challenges such as varying particle size and composition affect levitation ef-
fectiveness, necessitating tailored system adjustments. Fortunately, acoustic levitation
is highly effective for levitating smaller, lighter particles, making it an ideal solution
for our needs. Smaller objects are more easily levitated due to their lower weight
requiring less force for levitation. As objects increase in size and weight, the power
and precision needed for levitation also significantly increase [149]. Minimizing beam
dispersion and ensuring the piezo-system’s compatibility with the experimental setup,
especially the aerodynamic lens stack and XFEL beam pathway, are crucial consider-
ations.

6.2.4 Electrostatic Particle Bunching System

To enhance the sample delivery of smaller and lighter particles, a system utilizing elec-
trostatic particle bunching can be developed to manipulate slightly charged particles
[83]. This system leverages electrostatic forces to bunch particles into a dense particle
pulse, enhancing interaction rates with an XFEL beam. Here, we outline the concept,
development, and integration of this system, with a focus on its compatibility with
existing delivery systems and experimental setups.

The core principle of this system, electrostatic levitation, employs electric fields to
manipulate and suspend charged particles [150]. By applying variable electric poten-
tials, it can create electric fields that adjust the position of charged particles and bunch
them effectively. The key components of the system include:

• Electrostatic Generators: Create and control electric fields necessary for levita-
tion and manipulation of charged particles.

• Bunching Chamber: Manages the electrostatic fields to cluster particles effec-
tively, ensuring their precise delivery aligned with XFEL beam timing [150].

• Control System: Dynamically adjusts electric fields in real-time to optimize
particle density and distribution for interaction with the XFEL beam.

However, several challenges arise, including the system’s dependence on particle charge
and the need for precise voltage control, which may complicate system calibration.

105



Furthermore, the effectiveness of electrostatic levitation decreases as particle size in-
creases, requiring stronger electric fields for effective manipulation. Nevertheless, the
system offers significant advantages for manipulating mono-disperse, smaller, lighter,
like-charged particles.

6.2.5 Long-Term Development Prospects

The exploration of entirely new delivery concepts, such as a hybrid system that com-
bines electrospray with optical tweezers, presents an exciting frontier for particle deliv-
ery mechanisms. This system not only focuses the particle beam but also controls the
orientation of particles. Incorporating optical tweezers involves employing a highly
focused laser beam to trap and manipulate particles [151–153]. The force exerted by the
laser beam can attract or repel particles, enabling precise control over their position,
which is particularly useful for directing particles to specific locations. Additionally,
this method helps to minimize the amount of gas accompanying the particles, which
is responsible for focusing the particle beam, reduces background scattering, and im-
proves the signal-to-noise ratio in imaging experiments. The integration of optical
tweezers with electrospray provides a unique solution to the challenges of particle
orientation and alignment, along with further reduction in background noise.

Finally, the exploration of new materials for nozzle fabrication could lead to min-
imize nozzle clogging, further improving the overall performance of the system and
reducing the time required for cleaning and maintenance [98, 154, 155]. Moreover, the
integration of machine learning for real-time adjustment of delivery parameters offers
a solution to optimize experimental conditions dynamically [156]. Machine learning
algorithms can analyze data in real time to adjust parameters such as flow rate, particle
density, and sonication intensity, ensuring optimal conditions for each experiment.

The advancements made through this research highlight the importance of interdis-
ciplinary efforts, combining physics, chemistry, biology, and engineering to push the
boundaries of what is possible in scientific imaging. This collaborative approach can
inspire further innovations in sample delivery systems and imaging techniques, lead-
ing to broader applications across various scientific domains and pushing the bound-
aries of what is possible.
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