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Bragg diffraction from crystals is widely used to select a very narrow spectral range of x-ray pulses.
The diffracted signal can be used to calibrate the photon energy, a fact that can be exploited very
effectively at x-ray free-electron lasers (XFELs). This work describes three crystal-based methods used
to this goal at a major x-ray FEL facility, the European XFEL. These methods, which have a wide
applicability, have been developed in relation to the hard x-ray self-seeding setup installed at the
SASE2 undulator. They are fast and straightforward to implement since they are based on techniques
for extracting and identifying crystal reflections from standard diagnostic raw data while still delivering
few electronvolts resolution.
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I. INTRODUCTION

The ability to readily obtain absolute energy calibra-
tion by means of a crystal setup with reasonable
accuracy and in a short time frame is crucial for an
x-ray free-electron laser (FEL) facility. For example, in
nuclear resonant scattering experiments [1], the identi-
fication of narrow resonance peaks often requires
accurate photon energy information to locate resonances
without the need for extensive energy scanning [2],
which is particularly beneficial when searching for weak
resonance peaks. Additionally, accurate photon energy
data are essential for determining the lattice spacing of
samples, aiding in the structural analysis of crystalline,
noncrystalline, and nanomaterials [3].
Methods for the absolute determination of the photon

energy have been implemented for many years, based on
Bragg’s law, which relates incident angle, the x-ray
wavelength, and the spacing of the diffracting lattice
planes [4]. For example, absolute determination of the
energy has been carried out in situ using multiple-
beam diffraction setups [5,6] or measuring the angle
between two reflecting positions of the crystal in a bond

diffractometer [7]. A bond diffractometer typically con-
sists of a rotating stage that holds the crystal sample and
allows precise angular positioning. The calculated precise
angles at which the x rays are diffracted by the crystal are
used for calibrating x-ray photon energies [8]. In this
work, we propose and demonstrate three photon energy
calibration techniques, utilizing the crystal setup shown in
Fig. 1 and, depending on the method, either a spectrom-
eter or an imaging station consisting of a camera looking
through a scintillator. The setup and diagnostics shown
in Fig. 1 are already available at the European XFEL for
hard x-ray self-seeding (HXRSS) operation [9–14]. The
HXRSS system at the European XFEL functions by
inserting a single-crystal monochromator between two
undulator sections. When the crystal is aligned to a Bragg
reflection, it filters x rays to a narrow band of approx-
imately 1 eV from the self-amplified spontaneous emis-
sion (SASE) pulse broader spectrum, which averages
several tens of eV in width. The forward diffracted signal
is delayed and appears after the main x-ray peak that
traveled through the crystal without undergoing diffrac-
tion. This delayed part of the diffracted intensity becomes
the initial seeding signal, which is superimposed to the
electron beam in the second undulator section. Using
Bragg’s law, various reflections can be exploited by
changing the rotation of the crystal, allowing continuous
tuning of the HXRSS setup in photon energy. The
methods proposed in this work allow for the identification
of the crystal reflections by collecting and analyzing
spectra or reflected intensities within a small range of
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the crystal pitch angle. Knowing the crystal reflection and
its orientation, the absolute photon energy can be deter-
mined through Bragg’s law, with an accuracy limited by
the bandwidth of the radiation pulse. These methods
cannot compete with the more precise measurements
mentioned before but they are fast to implement, they
often suffice to carry out experiments, and they are
complemented with more precise techniques from the
user’s side, whenever needed.
The first method, called spectrometer reflection clas-

sifier, makes explicit use of data from the HXRSS system
commissioning and operation at the European XFEL,
see Fig. 1. Lutman et al. [15] first used the HXRSS data
to characterize the self-seeding diamond crystal orienta-
tion at the Linac Coherent Light Source (LCLS) and
determine the absolute photon energy. Here, we expand
the method by applying a machine learning (ML) model
that can be used once a crystal is characterized, for
reflection identification and subsequent determination
of energy differences. This enables operation outside of
areas where reflections intersect, expanding the scope of
applicability.
The other two approaches can be used at any FEL facility

even without active HXRSS amplification. The second
approach, called the spectral notch method, is similar to the
first but is based on a notch produced by the crystal
monochromator. As the delayed part of the diffracted
intensity becomes the seeding pulse for the second undu-
lator section, the original SASE spectrum shows a narrow
“notch.” In this approach, the spectrometer reflection
classifier method is also used, but it does not need a
self-seeded signal. In fact, this kind of notch was detected at
the SASE2 HXRSS system, and also at a setup after the
SASE1 undulator, and used for photon energy estima-
tion [16].
The third calibration method is based on scintillator

imager scans, where the reflection intensity at different
pitch angles (detected at the imaging station in Fig. 1) is
correlated with the photon energy. It makes the presence of

a spectrometer redundant, at the price of a decreased
resolution, due to a larger SASE bandwidth.
We demonstrate the three methods experimentally at the

European XFEL. They are widely used at the European
XFEL to calibrate the photon energy of the HXRSS signal
but, more in general, they are suited as diagnostics methods
at modern x-ray sources.
Our work is organized as follows: In Sec. II, we discuss

general principles and delve deeper into each method,
including the specific data processing techniques related to
each of them. In Sec. III, we discuss a verification of the
spectrometer reflection classifier by scanning around the
K-edge of a copper foil. Finally, Sec. IV includes outlook
and conclusions.

II. METHODS

A. General principle

Bragg reflection takes place when the distance traveled
by waves scattered off adjacent layers of a crystal lattice
plane is an integral multiple of the radiation wavelength [4].
This gives rise to the constructive interference of the
reflected waves leading to the Bragg condition:

nλ ¼ 2d sin θ; ð1Þ

where θ is the angle between the incident ray and the
diffracting atomic plane of the crystal, λ is the wavelength
of the radiation, d is the interatomic spacing between the
crystal planes, and n is the order of reflection. In the
following, we will assume n ¼ 1. The lattice spacing of a
particular cubic system can be obtained through the
following relation:

d ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 þ k2 þ l2

p ; ð2Þ

where a is the lattice spacing of the cubic crystal, and
½h; k; l� are the Miller indices of the Bragg plane.

FIG. 1. Crystal setup and diagnostic devices used at the European XFEL SASE2 undulator and crystal rotation conventions. The
schematic also shows the diagnostic devices in the photon beamline and experimental hutch, which were used in the copper K-edge scan
in Sec. III.
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The crystal orientation with respect to the incident beam
direction shown in Fig. 1 plays a fundamental role in all
methods discussed in this paper. The incident angle θ is a
function of the crystal orientation when Eq. (1) is satisfied,
θ ¼ θBragg, and this corresponds to fixed values of the pitch,
roll and yaw angle of a certain reflection. In the setup used
in this work, the pitch and the roll angle of the crystal are
controlled. The pitch rotational stage, with a pitch angle θp
ranges between 30° ≤ θp ≤ 120°, and the roll rotational
stage, with a roll angle θr ranges over 2°. The yaw angle θy
is kept constant and unchanged throughout operations. The
pitch rotation axis is orthogonal to the beam incident
direction and parallel to the floor, while the roll rotation
axis is parallel to the beam incident direction when θp ¼ 0°.
Let us call with ki and nj0 with i; j ¼ 1..3, respectively,

the components of the unit vector in the incident direction
of the radiation and of the unit vector orthogonal to the
Bragg plane in a suitable Cartesian reference system
attached to the crystal. If we define the components nj0
through the Miller indices by n⃗0 ¼ ðh; k; lÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 þ k2 þ l2

p
,

in order to obtain the components ki in the reference system
of the crystal, we need to rotate the unit vector k⃗0 that
defines the direction of the incident radiation in the
laboratory system (along the z axis) to obtain ki ¼ Ri

jk
j
0

with Rðθp; θr; θyÞ a matrix modeling subsequent rotations
around pitch, roll and yaw axes of the crystal (we used the
Einstein summation convention). Then, the following
relation holds:

Eph ¼
hpc

2djRijk
j
0n

i
0j
; ð3Þ

where hp is the Planck constant, c the speed of light in
vacuum, and we express the Planck constant in eV · s while
performing actual calculations. Equation (3) is, in essence,
Bragg’s law.

For a similar HXRSS system at the LCLS, Lutman et al.
proposed a physics-based model involving multiple free
parameters. The values of the free parameters are calculated
for the installed system by fitting measured intersections at
various pitch and roll angles [15]. This work considers four
free parameters that are applied to the three rotational
parameters to match the theoretical model with the actual
expected crystal behavior. The resulting surrogate model
based on Eq. (3) is given by

Ẽph ¼ Ephðθ̂p; θ̂r; θ̂yÞ; ð4Þ

where Ẽph is the modeled photon energy, and the variables
are the three effective rotational parameters (θ̂p; θ̂y; θ̂r). The
effective pitch angle (θ̂p) is defined with the introduction of
the pitch angle offset (δθp), a constant associated with a
fixed deviation from the actual pitch angle

θ̂p ¼ θp þ δθp: ð5Þ

The effective roll angle is represented by two factors: a
scaling factor for the pitch angle (θr1) and an offset (δθr2)
so that

θ̂r ¼ θr þ θr1θp þ δθr2 : ð6Þ

Similarly, the yaw angle is offset by a constant (δθy)
according to

θ̂y ¼ θy þ δθy: ð7Þ

The model parameters are found by optimizing the
modeled output with historical measured scans. Figure 2(a)
shows an intersection of reflections at 9 keV, measured
using a single-shot spectrometer, while the fitted model is
shown in Fig. 2(b).

FIG. 2. (a) An intersection of reflections at 9 keV measured using a spectrometer, as a function of the pitch angle θp for fixed values of
the roll and yaw angles and (b) the fitted model.
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B. Experimental setup

The crystal used in this work is a 100-cut HTHP IIa type
(high temperature, high pressure) C* (diamond) plate.
Diamond is typically favored due to its low thermal
expansion, high thermal conductivity, and minimal x-ray
absorption, making it capable of withstanding intense x-ray
pulses. The crystal used in this work has a thickness of
100 μm with variation lower than 5 μm and a misorienta-
tion angle lower than 0.5° [17]. A diagnostic device around
the monochromator consists of an imaging station capable
of detecting the x-ray pulse reflected by the crystal. The
imaging station making use of a Basler avA2300–25 gm
12-bit charge-coupled device (CCD) camera is installed with
a top view of the monochromator crystal in the European
XFEL’s SASE2 undulator beamline as sketched in Fig. 1. A
YAG:Ce (Cr-doped Yttrium Aluminium Garnet) scintillator
with an active field of view of 89 × 67 mm2 (horizontal ×
vertical) [18] completes the imager. Different crystal reflec-
tions can be detected as bright spots in different horizontal
and vertical locations, which vary depending on the reflec-
tion and photon energy, providing a good candidate for a
photon energy calibration method. The energy spectra of the
transmitted radiation are measured using the HIgh
REsolution hard X-ray single-shot (HIREX) spectrometer
following the SASE2 undulator of the European XFEL [19],
see again Fig. 1. It uses bent crystals as a dispersive element
and an MHz-repetition-rate stripline detector (or as an
alternative, a low repetition-rate 2D camera).
Over a 2-year period of HXRSS operation at the European

XFEL, spectral measurements involving themonochromator
crystal were carried out, covering a photon energy range of
6–18 keV. The pySpectrometer photon diagnostic software
developed for theEuropeanXFEL [20] allows correlations to
be performed between the measured photon energy and a
parameter of interest. As the monochromator crystal is
rotated along the pitch axis, the photon energy measured
from the single-shot spectrometer can be correlated with the
angle of rotation and exported for further processing.

C. Spectrometer reflection classifier method

The algorithm that evaluates the calibration of the crystal
setup and its use for photon energy determination is shown
in Fig. 3. It relies on data from a single-shot spectrometer
and the model in Eq. (4), set up using the best-fit values for
the experimental setup. Reflection lines are extracted from
spectral data using image processing techniques, while a
classifier is trained with data from the characterized model.
First, the reflection is determined and, second, knowing the
pitch angle, the absolute operational photon energy can be
determined.

1. Feature extraction

Several techniques can be implemented to extract
reflection lines from crystal pitch angle or energy

spectrometer scans. Computer vision and ML techniques
can be exploited for feature extraction and classification.
Such methods have been widely used in diagnostic appli-
cations for particle accelerators [21]. Several works have
also used ML techniques in x-ray crystal setups, such as to
predict symmetry [22] and to identify Bragg peaks [23,24].
Measured spectrometer scans provide correlations that
highlight all reflections present in a limited energy range,
as shown in the examples in Fig. 2. The image quality
varies from one example to another, mostly affected by the
presence of noise and different intensities of the seeding
signal compared to the SASE background. A computer
vision technique that is able to detect all the reflections and
ignore any measurement artifacts is required.
In order to segment the information in the foreground

from the background, thresholding is applied using the
method proposed by Yen et al. [25]. This creates a binary
image as shown in Fig. 4(b), extracted from the raw data in
Fig. 4(a). In addition, morphological closing is performed
to fill small holes while preserving the shape and size of the
objects in the image. The closing operation dilates an image
and then erodes the dilated image, using the same kernel for
both operations.
For the identification of lines within the binary images,

the classical Hough transform method [26] is employed.
For each pixel in the foreground, a number of lines

FIG. 4. (a) Raw data from single-shot spectrometer, (b) proc-
essed version (binarization, dilation, erosion), and (c) detected
lines (Hough transform).

FIG. 3. Schematic technique of the spectrometer reflection
classifier method proposed in this work.
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are plotted going through it, all at varying angles (ϕ). The
distance between an origin point and each pixel is calcu-
lated (r), and when multiple points have similar (r;ϕ)
values, these are considered to pertain to the same line [27].
In this way, a number of lines can be detected from the
image as shown in Fig. 4(c). As a result, several line
properties, namely the line slope, intercept, and centroid
coordinates can be determined.
The identification of straight lines from the captured

images by thresholding the image is not a perfect method
for noting all visible lines, as some faint lines can be
mistaken for noise or background. In addition, the accuracy
is lower in cases where the contrast between foreground
and background is low. By default, lines with a slope of
zero or infinity are ignored to avoid identifying measure-
ment artifacts as reflections. From over 200 images from
both monochromator crystals containing 446 lines (visible
and faint lines), the Yen thresholding method was able to
extract 303 of these lines, corresponding to an accuracy of
68%. What makes this method desirable for our applica-
tions is the very low number of false positives (line
detection where no reflection is present), which amounts
to 3 lines in over 200 images.

2. Crystal reflection classification

After feature extraction, a machine learning classifier is
used to match detected image lines with tangent lines
derived from the surrogate model. The classifier considers
the features of a given reflection line and predicts the
correspondingMiller indices h, k, l for a reflection C*(hkl).
It is trained with the properties of the tangent lines of the
measurement model as features (slope, intercept, centroid
pitch angle, and centroid energy) and the reflection
identifier as the target or predictor. The algorithm calculates
the proximity between the model or measured features and
picks the closest class, in this case, a reflection identifier. A
classifier is trained with a limited portion of data from the
model relevant to the pitch angle and energy of interest.
Three classifiers are compared in this study: the k-nearest

neighbor, random forest, and decision tree algorithms.
Based on the collection of available reflections for the
second monochromator, reflections that have been mea-
sured more than 5 times have been considered (93
examples in total). The performance criteria used for the
comparison are the precision score, recall score, and
balanced accuracy score. The precision score for multiclass
classification can be defined as the sum of true positives
(TP) across all classes, divided by the sum of true positives
and false positives (FP) across all classes,

Precision ¼
XC

c¼1

TPc=
XC

c¼1

ðTPc þ FPcÞ: ð8Þ

The recall score sums the true positives across all classes
and divides by the sum of true positives and false negatives
across all classes,

Recall ¼
XC

c¼1

TPc=
XC

c¼1

ðTPc þ FNcÞ: ð9Þ

The balanced accuracy score in multiclass classification
cases is introduced to deal with imbalanced datasets. This is
important to include in this case as some reflections are
represented more than others. The balanced accuracy score
is the average recall score obtained on each class.
The k-nearest neighbors algorithm was found to be the

best fit for this scenario. The k-nearest neighbor algorithm
creates “neighborhoods” for objects with similar features.
The category of an unclassified point is found by compar-
ing the point features against those of the previously
classified k neighbors, which exist as a subset of a larger
space of previously classified points. Table I shows the
performance comparison between the three classifiers.
Across all performance metrics, the k-nearest neighbor
algorithm was found to perform better than the other two
algorithms. The confusion matrix in Fig. 5 shows the
predicted reflection identifiers versus the actual identifiers
for the k-nearest neighbor classifier. One can note that in
two scenarios, reflections are classified incorrectly, the first
in the case of C*(1-11) being classified as C*(1-1-1) and in
the second case C*(3-11) being classified as C*(1-3-1).
While we expect a vertical (photon energy) error from our
measurement, this means that the classifier has no criteria to
differentiate between the two. In all other cases, the
reflections are correctly classified. In order to avoid an
incorrect calculation, in the software console, if detected,
these reflection lines are left out of the energy calibration
calculation.

TABLE I. ML classifier performance comparison.

Classifier
k-Nearest
neighbor

Random
forest

Decision
tree

Precision score 0.78 0.63 0.78
Recall score 0.70 0.52 0.65
Balance
accuracy

0.90 0.81 0.84

FIG. 5. A confusion matrix showing the total predicted re-
flections versus the actual reflection classification.
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D. Spectral notch method

The second method proposed in this work also makes
use of the single-shot spectrometer as a diagnostic device,
however, without relying on the self-seeded signal. In fact,
in this case, the second undulator section is detuned. As
discussed before, when the Bragg condition in Eq. (3) holds
for frequencies within the SASE spectrum, the signal
transmitted by the HXRSS crystal roughly consists of
the original SASE spectrum (adjusted for absorption) with
a “notch,” which works as a fiducial marker. The notch
detected by the spectrometer is typically about 0.5 to 1 eV
wide, as can be seen in the example in Fig. 6.
Figure 7 shows a spectral notch detected by filtering the

SASE spectrum through one of the HXRSS crystals, using
the C*(1-1-3) reflection. Figure 7(a) shows spectral data
correlated with the crystal pitch angle as it is scanned in a
range of 0.2°. The notch moves in energy as a function of
the pitch angle over a 20 eV range. Figure 7(b) shows the
reflection data from the model plotted on top of the
measured data, where a calibration of þ1 eV has been
applied compared to the data in Fig. 7(a). Feature extraction
requires an extra step for this method, as the images have to
be inverted to make sure that the notch pixels are in the

foreground for the Hough Transform to detect a line.
However, as noted above, compared to the spectrometer
reflection classifier method, the spectral notch method has
the advantage that it does not need a HXRSS setup to work,
but only a crystal and a spectrometer, which can be installed
at any position down an undulator system.

E. Scintillator imager scan method

The third method considered here for absolute photon
energy calibration only makes use of the scintillator imager
discussed in Sec. II B and shown in Fig. 1. The advantage
of this setup is that it does not require a spectrometer.
Among the three methods, however, it is the one with the
lowest resolution, which is limited by the SASE bandwidth.
Keeping the undulator photon energy and the crystal roll
angle fixed, the pitch angle is scanned through a reflection,
making sure that the spot intensity increases and decreases
again. An example is shown in Fig. 8 for the C*(1-1-3)
reflection, showing three shots with different intensities as
the crystal pitch angle is changed by 1.5°. Correlating the
mean intensity of the images with the pitch angles, and
translating the pitch angle using the model, one can
determine the photon energy at the peak signal intensity.
The energy calibration approach using an imager was

carried out on four different measurement campaigns,
totalling 20 scans. The scans were performed at photon
energies ranging from 7 to 18.2 keV, scanning 13 different
crystal reflections. Figure 9 shows the positions of the spots
as displayed by the camera output and categorized by the
reflection identifier.
Figure 10 shows the calibrated measurements marked on

top of the measurement model, as well as an example of the
measured intensity for reflection C*(113) fitted to a
Gaussian function. As discussed above, the energy reso-
lution of this method is limited by the SASE bandwidth and
since the SASE bandwidth is much larger than the HXRSS
bandwidth, the scintillator imager method, while being the
simplest to implement, is also the one with the lowest
intrinsic resolution.

FIG. 7. Spectral notch measured at 8 keV: (a) the correlation
between the measured photon energy and the pitch angle, (b) the
calibrated photon energy (þ1 eV), and the calculated C*(1-1-3)
reflection plotted overlaying the scan.

FIG. 6. Notch detected by a spectrometer for the C*(004)
reflection at a pitch angle of 50°. The photon energy axis is
calibrated postmeasurement using the model. The blue line is an
average over multiple single-shots spectra.

FIG. 8. Three shots from a pitch scan through reflection
C*(1-1-3) as the crystal is rotated from 53.5° to 55°. A plot
shows the variation of the intensity as the pitch angle was
changed, as well as a Gaussian fit over the measured points.
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III. COPPER K-EDGE SCAN

Following the application of the three methods discussed
in the previous section, we verified the spectrometer
reflection classifier results by measuring x-ray absorption
through a copper foil while scanning the photon energy
around the K-edge. X-ray absorption edges of elements
have been widely used for photon energy calibration of
beamline crystal monochromators. This techniquewas used
to experimentally verify the spectrometer reflection clas-
sifier method at the SASE2 undulator of the European
XFEL during HXRSS operation at 9 keV. A simple
schematic for the setup can be seen in Fig. 1. A 0.1 mm
copper foil was inserted in front of a spectrometer and an
energy scan around the K-edge (8979 eV) was performed.
First, the absolute photon energy was determined using the
method in Sec. II C 2 and used to calibrate the HIREX
spectrometer. The undulator gaps in the first and second
part of the undulator (before and after the self-seeding

system) were changed and the pitch angle was also changed
to match that. As a result, the C*(004) reflection was
scanned for a range of 40 eVaround the absorption edge. A
copper foil was inserted in front of the HIREX detector,
while another spectrometer used by the scientific instru-
ment MID (materials imaging and dynamics) [28],
GOTTHARD-II was measuring the spectrum with no
copper foil. An x-ray gas monitor (XGM) was used to
measure the total pulse energy of each separate FEL pulse
in a train. The XGM exploits a dilute rare gas target, which
undergoes ionization when exposed to the x-ray pulse. The
resultant ions and electrons are directed toward two
Faraday cups through an electrostatic field, and their
currents are directly linked to the quantity of photons
per pulse [29].
Starting with an initial photon energy of 8950 eV, the

photon energy was increased in steps of 0.5 eV, pausing on
each step for 30 s, to give time to the orbit feedbacks to
react. While the seeding signal intensity measured by
HIREX was noted to drop around the edge, the intensity
in the second spectrometer, XGM, and camera was noted to
be constant throughout the scan. Figure 11(a) shows the
measured signal intensity with (red line) and without (blue
line) the Cu foil inserted (the green line refers to the
theoretical absorption curve [30]). The data points on the
plot show the HIREX photon energy, obtained by fitting
Gaussian curves to the spectra. The intensity is calculated

FIG. 9. Localization of reflections categorized by the reflection
identifier.

FIG. 10. Energy calibrations carried out with scintillator imager
data and the surrogate model. The red cross indicates the
calibrated photon energy at the peak measured pixel intensity.
The inset shows the measured pixel intensities for the C*(113)
reflection scan.

FIG. 11. (a) The measured spectral intensity plotted against the
calibrated photon energy with the Cu foil inserted (red), no Cu
foil (blue), and the theoretical absorption signal (green). (b) The
correlation of the crystal pitch along the C*(004) reflection
without the copper foil inserted in front of the spectrometer.
(c) The correlation of the crystal pitch angle and calibrated
seeding energy along the C*(004) reflection with the copper foil
inserted in front of the spectrometer. The image shows the full
range measured and a close-up version with a compressed
color scale.
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from the maximum peak of the fitted Gaussian curve.
However, below the edge, the intensity was below the
spectrometer noise and we show therefore the undulator set
points corrected by the absolute energy calibration (triangle
markers). Figure 11(b) shows the correlation of the crystal
pitch angle and the calibrated HIREX seeding energy along
the C*(004) reflection with no copper foil inserted. The
scans without foil were performed with steps of 3 eV.
Figure 11(c) shows the correlation of the crystal pitch angle
and the calibrated HIREX seeding energy along the
C*(004) reflection, including a close-up version where
the seeding signal intensity was lost at the absorption edge
energy of 8979 eV. The first inflection point is observed
around 8977.5 eV while the tabulated value is 8979 eV. The
difference of about 1.5 eV is within the accuracy of our
calibration method (1–2 eV), limited by the bandwidth of
the radiation pulse.

IV. CONCLUSION

Accurate knowledge of the photon energy of x-ray FEL
pulses is often critically important for applications. This
work has presented three different photon energy calibra-
tion methods that can make use of a Bragg crystal setup and
a model-focused method. Based on Bragg’s law, an
analytical formulation is proposed to accurately represent
the relation between the crystal pitch angle in the HXRSS
system of the European XFEL and the seeded photon
energy. This acts as a calibration standard. In the first
method, called the spectrometer reflection classifier
method, the measured angle or energy scan is processed
to extract the reflection lines and a machine learning
classifier decides the identity of the reflection based on
the line properties. The k-nearest neighbor classifier is
found to be the best classifier for this application. Some
misclassifications occur in the presence of parallel reflec-
tions. However, this issue can be mitigated, in the future, by
implementing a template matching method that compares
measured scans and the model as a complete image without
any feature extraction required [31]. This diagnostic was
implemented in the control system of the European XFEL
for the SASE2 undulator, and a verification of the calibra-
tion was carried out by scanning along the copper absorp-
tion K-edge. Similarly, the spectral notch created by the
filtering process through the HXRSS crystal depends on the
detection of a “shadow” following the same trajectory as
the HXRSS signal in the photon energy-pitch angle plane
while changing the crystal pitch angle. The final method
uses a scintillator imager with a top view of the crystal to
detect the different reflection intensities and correlate them
to the model.
A virtual diagnostic to assist in crystal reflection iden-

tification and hence absolute energy spectra calibration can
be used in a range of applications from machine optimi-
zations to individual spectrometer calibrations. In fact,
for the European XFEL, such a diagnostic is already

envisioned to be part of a planned component (“x-ray
Fiducialiser”), which is a Bragg crystal calibration device
in the photon tunnel, to be used by two instruments.
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