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ABSTRACT
We describe a method to compute photon–matter interaction and atomic dynamics with x-ray lasers using a hybrid code based on classical
molecular dynamics and collisional-radiative calculations. The forces between the atoms are dynamically determined based on changes to
their electronic occupations and the formation of a free electron cloud created from the irradiation of photons in the x-ray spectrum. The
rapid transition from neutral solid matter to dense plasma phase allows the use of screened potentials, reducing the number of non-bonded
interactions. In combination with parallelization through domain decomposition, the hybrid code handles large-scale molecular dynamics
and ionization. This method is applicable for large enough samples (solids, liquids, proteins, viruses, atomic clusters, and crystals) that, when
exposed to an x-ray laser pulse, turn into a plasma in the first few femtoseconds of the interaction. We present four examples demonstrating
the applicability of the method. We investigate the non-thermal heating and scattering of bulk water and damage-induced dynamics of a
protein crystal using an x-ray pump–probe scheme. In both cases, we compare to the experimental data. For single particle imaging, we
simulate the ultrafast dynamics of a methane cluster exposed to a femtosecond x-ray laser. In the context of coherent diffractive imaging,
we study the fragmentation as given by an x-ray pump–probe setup to understand the evolution of radiation damage in the time range of
hundreds of femtoseconds.
© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0197225

I. INTRODUCTION
Established x-ray methods help deepen our understanding of

how biological systems, such as proteins, viruses, and cells function
by providing a three-dimensional view of their structure. For many

decades, synchrotron facilities have been the primary x-ray source
for the structure determination of crystallized biomolecules.1 For
non-crystalline samples, cryogenic electron microscopy has emerged
as an important imaging tool.2 These methods achieve atomic reso-
lution structures but are unable to resolve dynamics on the picosec-
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ond to femtosecond time scales.3 X-ray free-electron lasers (XFELs),
which provide high repetition intense femtosecond duration x-ray
pulses,4 have recently been able to follow femtosecond dynamics
with atomic resolution.5,6

The appreciable energy deposited in the sample by the x-ray
pulses from XFELs leads to measurable structural changes. Depend-
ing on the incident beam parameters and characteristics of the
sample, structural information can be obtained through coherent
diffraction with minimal structural alteration.7 Atomic displace-
ment during the pulse is overcome by using shorter pulses than
the typical time scales for atomic movement.7 Collisional processes
from photoelectrons and secondary electrons can lead to further
ionization; however, these can also be avoided by pulses of few
femtoseconds.8,9

Recent studies have shown that pulses longer than few fem-
toseconds can be used for imaging due to a self-gating effect where
the coherent signal from the later part of the pulse does not con-
tribute with structural information. This is true when imaging single
molecules with single particle imaging10 (SPI) and for protein crys-
tals in serial femtosecond crystallography11 (SFX). In SPI, where
only a single copy of the sample is in the interaction region, the
recorded diffraction pattern is sensitive to local changes in the
molecule. However, as reconstruction algorithms require averaging
over many similar patterns, spatially uncorrelated speckle ampli-
tudes have a reduced effect.12 For SFX, the effect of damage is less
severe since there are a great number of copies of the sample, and
non-reproducible motion does not contribute to the Bragg spots.
If one wishes to achieve resolutions below 1 Å, which is required
to follow detailed electron density changes13 in systems such as
metalloproteins, the damage needs to be quantified. Even in the
case of negligible atomic displacement, it is important to consider
non-neutral charge states in the reconstruction process as it could
improve molecular model fits. Therefore, one needs a reliable tool to
quantify radiation damage given a set of materials and x-ray pulse
conditions.

Theoretical studies focused on modeling photon–matter inter-
actions are relevant to assess the limits of an experiment and provide
a guide for which parameters to use in order to gain optimal results.9
As SPI and SFX methods are continuously developed, there are sev-
eral emerging methods at XFELs for structural determination, such
as fluctuation x-ray scattering14 and x-ray fluorescence intensity
correlations,15 where the ultrafast dynamics and ionization during
the pulse play a significant role. In extreme cases during imaging
experiments, the sample reaches a highly energetic and strongly
coupled state at solid density, referred to as warm dense matter.16

The exploration of such unique transient states is now accessible
at XFELs, and validation of theoretical models to describe it is
needed.

Several different published models are available for calculating
radiation doses17 and modeling photon–matter interaction includ-
ing atomic dynamics for XFELs.18–21 A theoretical model to assess
the potential of imaging biomolecules using x-ray lasers was first
developed by Neutze et al.7 They employed molecular dynamics
(MD) to study time scales of Coulomb explosions in a protein
due to an x-ray laser, based on tabulated cross sections of pho-
toionization and Auger–Meitner lifetimes. The dynamics of the
free electrons were not followed as the sample was not consid-
ered large enough to trap them. Later work focused on studying

larger systems motivating the development of continuum models,
which do not have sample size limiations.8 To get detailed infor-
mation in regards to the atomic dynamics, hybrid schemes were
developed to treat ion and electron dynamics on different time
scales. These included models where the ions were followed using
molecular dynamics and free electrons as a continuum.22 Mod-
els that explicitly follow both the ion and electron dynamics with
time19,20 require short time steps to resolve the fast movement of
the electrons, significantly slowing down the simulations and lim-
iting the system sizes that can be studied. Free electron continuum
models8,21,23,24 do not suffer from the same computational demands.
Furthermore, modeling every electron independently introduces
a larger amount of two-body Coulomb interactions compared
to a continuum treatment, which increases the simulation time
considerably.

The molecular dynamics software GROMACS allows advanced
model development, as the interaction force fields between atoms
used to study biomolecular systems are easily accessible and can be
modified to account for a transient plasma environment, such as
the ones studied here. This makes it possible to prepare the sam-
ple input, run photon–matter calculations, and analyze the output
using a single software package. The calculations are accelerated by
utilizing parallel computations as described by domain decomposi-
tion in GROMACS. Finally, in contrast to the codes that have been
published, our developed version of the code is openly available to
be used by the community.25

II. METHODS
We have developed a method to study photon–matter

interaction based on hybrid classical molecular dynamics (MD)
and collisional-radiative (CR) computations, which we called
MOLDSTRUCT. In this work, time-evolved charge distributions,
ion/electron temperatures, electronic states, and free electron den-
sities are calculated using the CR code CRETIN.26 However, any
other code that outputs this information can be used. For prop-
agating the positions of the atoms, we use a modified version of
the classical MD program GROMACS version 4.5.27 With this ver-
sion, vacuum and periodic boundary conditions can run on multiple
central processing unit (CPU) cores through domain decomposi-
tion.28 The strength of the CR calculations is that we can compute
photon–matter interaction for arbitrarily large samples. This is
because the code models the system as a continuum, and therefore,
it is not computationally limited to the number of particles in the
system. By coupling the CR data to the MD code, we can make use
of the strength of MD, which gives direct information regarding the
atom’s position. This provides the possibility to probe local dynam-
ics in the structure, which can be especially important for active or
metallic sites in biomolecules. In the results section, we present stud-
ies of a single particle (cluster of atoms), a liquid (bulk water), and a
protein crystal (lysozyme).

A. Modeling photon–matter interaction based
on the collisional-radiative theory

The first step in our approach builds on a code that can pro-
vide the required photon–matter data to be coupled to the molecular
dynamics simulations, and in this work, we utilize the code CRETIN.
It uses a rate-equation model based on atomic data to evolve the
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conditions of the material under non-local thermodynamic equilib-
rium environment. The atomic data include energy levels as well as
cross sections for photon- and electron-induced ionization and exci-
tations, Auger–Meitner relaxation, and their inverse processes using
the assumption of statistical equilibrium. At each time step, the code
couples radiation transport, electronic populations, temperatures,
and densities in an iterative manner until reaching a self-consistent
solution. The free electrons produced are not allowed to escape.
They are thermalized and described by the Maxwell–Boltzmann dis-
tribution with a single temperature. The densities are allowed to
change with hydrodynamic expansion. The effects of the atomic
environment on the electronic structure are included using contin-
uum lowering, as formulated by using the Stewart–Pyatt model.29

The CR code does not include shake-up/shake-off or molecular
information. The model also transitions from the extension of the
weakly or strongly coupled regime, which matters for the description
during the first few femtoseconds following the pulse. For the simu-
lations shown here, we utilize the screened hydrogenic model for the
atoms.30

By utilizing an x-ray probe with specified pulse energy, dura-
tion, photon energy, and focal spot, we calculate the time-resolved
interaction between photons and matter by incorporating a descrip-
tion of the sample, including its mass density and atomic com-
position (stoichiometry). From the CR simulation, we acquire the
time-resolved fraction of each charge state for every atomic species,
the free electron density and temperature, atomic number densities,
and electron–ion coupling. The ion and electron temperatures (Tion
and Te) in the CR simulations are coupled in a two-temperature
model describing their evolution31 through an electron–ion
coupling γ,

dTion

dt
= γ(Te − Tion). (1)

The equilibration time between ions and electrons depends on the
sample and pulse parameters used, and it is estimated to be on the
order of multiple hundreds of femtoseconds,32 making electron–ion
coupling relevant for simulations on these time scales. The effect
of the expansion of the sample on the properties of the electronic
distribution and the ions is included through hydrodynamic expan-
sion.26 To simulate the atoms’ movement, we have adapted the
GROMACS code27 such that the charge states of the atoms are
set based on the CR data. We assign integer charges to individ-
ual atoms in the MD in a stochastic manner. Averaged together,
these closely match the charge states from CRETIN. We do not
assign electronic states in GROMACS, therefore, making no distinc-
tion between valance and core ionization in the interactions. The
effect of the free electrons given by the CR calculation in the MD
simulation is included through screening of the non-bonded inter-
actions and by electron–ion coupling using Langevin temperature
coupling.33,34

The potential used to model the Coulomb interaction will
depend on whether the plasma is in the weakly or strongly cou-
pled regime. This is dependent on the relation between the kinetic
energy of the particles and the Coulomb potential that they expe-

rience. If the system is in the weakly coupled regime for the low
charge density/high temperature case, we assume that the Coulomb
potential ϕC is much smaller than the ion or electron temperature
T, ϕC/kBT ≪ 1, which results in the Debye-screened (D) Coulomb
interaction,

ϕD(rij) =
1

4πε0

qiqj

rij
exp(−rij

λD
), (2)

where q is the charge, ε0 is the vacuum permeability, and rij is the
distance between ions i and j. The Debye length λD is formulated
using the thermalized electron temperature Te and free electron den-
sity ne, which are used to calculate the corresponding Debye length,
defined as35

λD =
√

ε0kBTe

nee2 , (3)

with e being the elementary charge and kB the Boltzmann constant.
The validity of utilizing the screened Coulomb interaction with the
Debye length (λD) depends on whether it is much smaller than the
size of the system L and if there are enough electrons N in the inter-
val of the Debye length to make the screening statistically significant.
Given these two conditions, the screened Coulomb interaction can
be used for all length scales only when λD ≪ L and N ≫ 1.35 For
our simulations, the first condition is always fulfilled but not nec-
essarily the latter. For these cases, Stewart and Pyatt29 developed
a theory for calculating the lowering of ionization potentials given
a system of charged ions and free electrons, which is used for all
values of electron temperatures and densities. Alternatively, the non-
linear Poisson equation can be solved self-consistently, where the
electron gas adapts to the ion charge density22 and provides means
for an inhomogeneous electron density. This is important for sys-
tems containing heavy atoms, as they attract more electron density
compared to lighter atoms, thus leading to a more inhomogeneous
density of free electrons. In this work, the CR simulations use the
Stewart–Pyatt29 model to compute the lowering of the potentials of
the atoms due to the environment. To be consistent with the CR sim-
ulations, the Coulomb potential in the MD were developed based on
the same principles as the Stewart–Pyatt model. We incorporated a
hybrid Coulomb screening potential valid in the strong and weak
coupling regime.36

In the strongly coupled regime with high density/low temper-
ature, the ion sphere (IS) model is more physical. The basis of the
ion sphere model is that each ion is surrounded by enough bonded
and free electrons to keep the neutrality of the ion sphere. Given an
atom with net-charge Q and a free electron density ne, the radius of
the sphere is calculated as

R = ( 3Q
4πne

)
1/3

. (4)

The potential outside the radius R from the ion is zero, while inside
different models for the screening potential are used, such as the
uniform electron gas model,36,37
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ϕIS(r) =
Q
r
− Q

2R
(3 − r2

R2 ). (5)

The ion charge, electron density, and temperature of the plasma
dictate whether it is more suitable to use the Debye screening or ion-
sphere model. These depend on the pulse parameters and the sam-
ple. In some cases, the system is in a state between the two extremes.
This motivates the use of a hybrid model that incorporates the ion-
sphere model for some radius r < r′ (strongly coupled regime) and
the Debye screening model for r > r′ (weakly coupled regime). By
matching the ion sphere and the screened Coulomb model at the
boundary r = r′ and both their first and second derivatives, one can
derive the following form of the electrostatic potential,36

ϕ(r) = ϕIS(r) + ϕD(r)

= c0

r
+ c1 − c2r2 + c3

r
exp(− r

λD
). (6)

The coefficients c0, c1, c2, and c3 are given by the boundary condi-
tions and are dependent on the free electron density, temperature,
and ion charge. The boundary point r′, where ϕIS(r

′) = ϕD(r
′) is

defined as

r′ = λD

⎡⎢⎢⎢⎢⎣
(( R

λD
)

3
+ 1)

1/3

− 1
⎤⎥⎥⎥⎥⎦

, (7)

and is dependent on the Debye screening length λD.
By utilizing the form of the electrostatic potential presented in

Eq. (6), the interaction will dynamically adapt to the current state
of the plasma, encompassing parameters such as ion charge, elec-
tron temperature, and density. This feature renders the use of this
model suitable for studying any system that undergoes a transition
into plasma. As all interactions between the atoms are formulated
by electromagnetic force, screening due to free electrons will affect
all interactions between two atoms. Therefore, we also modulated

the Lennard-Jones (LJ) interaction according to the Debye length,
similar to the Debye model,

ϕLJ(rij) = (
c12

r12
i j
− c6

r6
i j
) exp(−rij

λD
). (8)

In Fig. 1, we compare the hybrid screening potential, Debye
screening potential, and classical Coulomb interactions to illustrate
the impact of how reduced the screened potentials are compared to
the classical Coulomb interaction. Furthermore, we are interested
in understanding when the hybrid screening and Debye screen-
ing models become equal. We note that for a lower intensity of
1018 W cm−2, shown in Fig. 1(a), there is a difference between
the hybrid force and the Debye screened model. Both are heavily
reduced compared to the case of no screening; however, the Debye
model generally screens more compared to the hybrid model. For
the higher intensity shown in Fig. 1(b), the difference is reduced. In
addition, we note that the transition point r = r′ is shifted to higher
values favoring the IS model with time for the lower intensity (going
from r′ = 0.0816 nm to r′ = 0.0865 nm), while it does the opposite
for higher intensities (going from r′ = 0.0602 nm to r′ = 0.0235 nm),
thus favoring the DS model.

B. Force field modeling
The force fields used in the MD simulations differ depending on

the sample studied. For instance, for metal clusters, non-bonded and
bonded Morse and angle potentials suffice to describe the dynam-
ics. This is due to the rather isotropic structure of the system, which
allows for the use of only spherically symmetric two-body poten-
tials between atoms. For biological macromolecules such as proteins,
the structure is more complicated as they contain, in addition to
Coulomb and Lennard-Jones, interactions describing bonds, angles,
and dihedrals.

FIG. 1. Electrostatic forces given by the hybrid screening potential in Eq. (6), compared to the Debye Coulomb screening model in Eq. (2) and the unscreened Coulomb force.
Data extracted from a simulation of bulk water exposed to a 75 fs flat XFEL pulse with 6860 eV photons and intensity (a) 1018 W cm−2 and (b) 5 × 1019 W cm−2. Two time
points during the simulation are shown, 10 and 75 fs. The solid lines correspond to the forces after 10 fs, and the solid-dotted lines are the same forces calculated at 75 fs.
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The bonded potentials in the force field are valid for the native
structure and change during the simulations due to the degree of
ionization. Using a scaling factor c, we dynamically modified bonded
interactions based on the mean charge z̄ of the N-body system, such
that

c =
⎧⎪⎪⎨⎪⎪⎩

1 − z̄, for z̄ < 1,

0, otherwise.
(9)

This treatment is supported by the previous density functional the-
ory (DFT) simulations of charged amino acids,38 which show that
Coulomb interactions dominate over bonded interactions as charge
increases. The motivation for using these potentials even though the
sample is defined as plasma is that every atom has a certain proba-
bility of being neutral for the entire simulation period. In this case,
the bonded terms for these atoms should still remain. For atoms that
are bonded in the native structure, we use Morse potentials in order
to allow for bond breaking. The potential is defined as

VMorse(rij) = De exp (−(rij − be)2), (10)

where De is the dissociation energy, be is the equilibrium distance,
and rij is the current distance of the two i and j atoms involved. For
these atom pairs, the LJ interaction is omitted, but we still apply the
screened Coulomb interaction. Partial charges present in the native
force field are not used since charges are localized to a specific atom
when bond breaking occurs.

We omit molecular bonds between atoms that are not initially
bonded in the native system. Two charged atoms in a plasma are
unlikely to form bonds since the potential energy surface becomes
dissociative (i.e., there is no minimum energy) for just a few removed
electrons. Thus, the potential energy surface of two arbitrary atoms
approaching each other from infinity is best described by a non-
bonding potential, such as the LJ interaction. For this potential,
the equilibrium distance is usually larger than molecular bond
lengths since they are based on the effective ionic radius. This radius
decreases as electrons are removed from the atom due to the reduc-
tion of the extension of the bound electron cloud. Similar to the
previous scaling for bonded interactions, we used a scaling factor ci,j
involving pairs of atoms i and j to dynamically modify the LJ poten-
tial presented in Eq. (8). The scaling depends on the charge q and
atomic number Z of each of the atoms, and is defined as

ci,j =
1
2
([1 − qi

Zi
] + [1 − qj

Zj
]). (11)

The scaling factor ci,j has the effect of reducing the constants c12 and
c6 and, by extension, altering the equilibrium distance between the
two pairs of atoms.

Standard classical MD codes rely on using cutoffs for the non-
bonded interactions to reduce the computational time. Since the
phase of the matter we probe is pushed into plasma, the cutoff that
we use is greatly reduced due to the screening from the free elec-
trons. We compute a suitable non-bonded cutoff by determining the
maximum charge states observed in the CR simulations and search
for the distance that provides a force smaller than some tolerance.
This, in combination with parallelization through domain decom-
position, has allowed us to explore large samples on longer time
scales.

With all bonded and nonbonded potentials involving inter-
actions between atoms that are defined in the total potential
V(r) = Vbonded(r) + Vnonbonded(r), we determine the correspond-
ing forces. For propagating the dynamics of the system, we use the
leap-frog algorithm in GROMACS to solve Newton’s equation,

m
d2ri

dt2 = −∇V(ri), (12)

where ri is the position of atom i. Equation (12) includes the effect
of the free electrons in the screening of the Coulomb interaction
between the ions. However, the free electron distribution can also
interact with the ions directly, which could affect their trajecto-
ries. This is valid for a weakly coupled system where the Coulomb
interaction is heavily reduced compared to the kinetic energies. By
utilizing the Langevin equation (stochastic dynamics), we introduce
two additional terms on the right-hand side of Eq. (12) as

m
d2ri

dt2 = −∇V(r) −miγ
dri

dt
+ fi(t), (13)

where the first additional term is a friction force. The second addi-
tional term is a stochastic Gaussian force18,34,39 with the following
property for the magnitude fi(t),

⟨ f i(t) f i(t + t′)⟩ = 2miγikBTeδ(t′), (14)

which means that calculation of the Gaussian force at each time
point for atom i is independent of any other time point. The constant
γ with unit s−1 is calculated using the electron–ion coupling ge−ion
from the CR calculation and the number density ρN as γ = ρN ge−ion.
Te is the electron temperature retrieved from the CR calculations.
The model for the electron–ion coupling parameter ge−ion will dic-
tate the energy transfer between the ions. In our model, we use an
average value over time, calculated specifically from the CR simula-
tions for every atomic species, for the coupling parameters as it does
not change much during the simulation. The electron temperature
is dynamically changed at every time step, and it is read from the CR
calculations.

In our model, we are limited by the size of the single particle as
the CR code assumes no escaping electrons and we simulate them in
vacuum. We estimated the minimum size of a single particle based
on the pulse parameters used to trap all produced free electrons. For
the same net charge density, a larger radius would result in a reduced
number of escaping electrons. For a radius R and positive charge
density ρ, the potential for a charged sphere at distance r from its
center is8

ϕ(r) = ρ
2ε0
(R2 − r2

3
). (15)

A free electron will escape if its kinetic energy is larger than the
potential from the sphere at the boundary r = R. Thus, we get the
following condition:

Ekin >
ρR2

2rε0
. (16)

In the first 1–3 fs in the CR simulation, the charge density ρ will
not be large enough to trap any free electrons. As the net charge will
rapidly increase and reach the critical potential in this time scale,
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it allows for the approximation that the low number of escaping
electrons does not affect the results.

C. Coherent scattering calculations
We determined the displacement of the system from the MD

simulations weighted by the distribution of the probe pulse and
the charge state distribution of the atoms. Given a Gaussian pulse
shape40 g(t) with duration T, satisfying ∫ T

0 g(t)dt = T, and the time
evolution of the fraction of the remaining bound electron in an atom
(with atomic number Z) y(t) = 1 − z̄/Z, we determine the weight
w(t) as

w(t) = ∫
t+dt

t

⎛
⎝

g(t)y(t)
∫ T

0 g(t)y(t)dt

⎞
⎠

dt, (17)

where dt is the time step of the MD simulation and T is the total
pulse duration. The real space weighting is an approximation of the
average probed structure, motivated by the fact that the phases are
not well-defined.

In order to compare with the experiment, an observable needs
to be computed. We propose that the fragments of the sample could
be studied, with, for instance, mass spectrometry or reaction micro-
scopes available at Small Quantum Systems (SQS) at the European
XFEL. Alternatively, the signal from coherent scattering in diffrac-
tion experiments can be studied. For bulk water, we computed
coherent scattering using the structure factor S(q) defined as41

Sαβ(q, t) = 1 + 4πρ0

q ∫
∞

0
r(gαβ(r, t) − 1) sin (qr) dr, (18)

where gα,β is the radial distribution function (RDF) between atomic
species α and β available from the MD simulations. The scattered
intensity is then computed numerically as

I = ∫
T

0
g(t) f (q, t)2S(q, t)dt, (19)

where f(q, t) = ∫ ρ(r)eiq⋅rdr is the form-factor defined as the Fourier
transform of the atomic electron density at time t and g(t) is
the normalized pulse profile. This atomic electron density is com-
puted using the density functional theory calculations in RSPt42 for
arbitrary electronic configurations. The form-factor fα for atomic
species α at time t is weighted by the all the different electronic
configurations j with weight wj and form-factor fj as

fα(q, t) = ∑j wα,j(t) fα,j(t)
∑j wα,j(t)

, (20)

where the weights are extracted from the CR calculations.

III. RESULTS: MODEL VALIDATION AND COMPARISON
TO EXPERIMENTAL DATA
A. Non-thermal heating of bulk water

We begin by studying non-thermal heating of water initiated
by an XFEL. This is motivated by the previous experiments on
non-thermal heating and scattering of water performed at the Linac
Coherent Light Source (LCLS).43 The work also included damage

MD simulations, which were then matched to the CR results instead
of directly coupling these, did not treat free electron shielding, and
did not dynamically adjust bond parameters. In this work, we used
the same Protein Data Bank (PDB) structure for the water and
CR calculations but now instead used our updated hybrid CR/MD
model to simulate non-thermal heating and scattering.

Two pulses with a flat temporal profile and 6860 eV photon
energy were used in our simulations. One with a 25 fs pulse dura-
tion and an intensity of 7 × 1018 W cm−2, and another with a 75 fs
pulse duration and an intensity of 4.5 × 1018 W cm−2. The real-space
dynamics of the atoms is shown in the radial distribution function in
Fig. 2. We can see that the x-ray pulse alters the structure of water by
increasing the disorder of the system. This is noted by the uniform
distribution of the RDF at the end of the simulations, compared to
the native structure of water at 0 fs (for reference, the RDF for un-
ionized water is shown in the original experimental work.43) In the
simulations, we alter the LJ parameters based on the reduction of
bound electrons (net-charge). The ionic radius is, therefore, reduced
and the atoms can come closer to each other compared to the native
oxygen–oxygen RDF shown in Fig. 3 of Beyerlein et al.43 For the 25 fs

FIG. 2. Oxygen–oxygen RDF for bulk water and pulse duration of (a) 25 fs with
intensity 7 × 1018 W cm−2 and (b) 75 fs with intensity 4.5 × 1018 W cm−2.
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FIG. 3. Scattering of bulk water using the newly developed model compared to
experimental data.43 The red curve is the short 25 fs pulse, with intensity 7 × 1018

W cm−2 and the blue is 75 fs long with an intensity of 4.5 × 1018 W cm−2.

pulse, disorder starts to be significant after roughly 15 fs and pho-
tons scatter-off, to a large extend from a near native structure. For
the 75 fs pulse, disorder is introduced around 20 fs, and the pulse
largely scatters from a sample that is far from its native structure.
This makes the total scattered intensity significantly different com-
pared to the signal from native bulk water. We note that the time
scale of the disorder for both pulses (15 and 20 fs, respectively) cor-
responds to when the sample has been exposed to a similar fluence
of ∼105 J/cm2 (15 fs 7 × 1018 W cm−2 and 20 fs 4.5 × 1018 W cm−2,
respectively).

Using Eq. (19), we calculate the scattered intensity from bulk
water as it is probed by the XFEL and contrast it with the experi-
mental results shown in Fig. 3. The simulations provide the first and

second peak in the scattered intensity, encoding the frequency of
the relative distance between O–O coordination peaks. In order to
reproduce the scattering curves in the experimental data using our
model, it is necessary to decrease the fluence relative to the values
documented in the referenced paper. We also need to reduce the
ratio between the intensities of the long and short pulses. The inten-
sity in XFEL experiments can vary substantially between shot-to-
shot and the fluence in the original study is an average one. Both the
spatial and temporal distributions of the intensity can vary within a
shot, making it difficult to accurately determine the fluence that the
sample is exposed to. In Fig. 4, we show a range of different x-ray
intensities to understand how increasing the incident intensity leads
to changes in the structure and scattering signal. Studying structural
changes in water for a range of x-ray intensities that are relevant at
XFELs is motivated by its abundance in biological systems and its
use in delivering protein crystals in SFX. We cover the same intensity
range for the two pulse durations and this corresponds to different
fluences, which are shown side by side in Fig. 4(a). It is shown in
Fig. 4(a) that as one increases the x-ray intensity, the momentum
transfer values above ∼3.5 nm−1 start to accumulate scattering inten-
sity. This means that the structure is changing, where new length
scales are occupied by the oxygen atoms. In Fig. 4(b), we show the
average ionization with increasing fluence reached by oxygen atoms
when the x-ray pulse peaks and ends. The ionization states of the
oxygen are similar for both pulse durations at the same fluence. The
results demonstrate that changes in the scattering intensity for sim-
ilar fluences are largely owed to structural changes during the pulse
duration.

B. Disulfide bond breaking in femtosecond
crystallography with x-ray pump–probe

In the second case study, we simulate an SFX x-ray experi-
ment from Nass et al.,5 where a pump (photon energy above iron

FIG. 4. (a) Time-integrated scattering as a function of momentum transfer and the incident XFEL intensity for the 25 and 75 fs pulse duration, shown both as a function of
fluence (left axis) and intensity (right axis). Note that for the same intensity, the fluence of the long pulse is a factor three times higher than for the short pulse. (b) Oxygen
charge averaged over the pulse duration (in blue) and after the pulse (in red). The solid and dashed lines represent results for the 25 and 75 fs pulse durations, respectively.
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K-edge) triggered ionization effects that were probed (photon
energy below iron K-edge) at various time delays in the range
0–110 fs. We focus uniquely on the results presented for disulfide
(S–S) bond lengths from a lysozyme target. Both the x-ray pulses
were reported to have comparable fluences and 15 fs duration.
Although the experimental intensity is estimated at I0 = 5.3 × 1019

W cm−2 split equally between the two pulses, the accompanying sim-
ulations demonstrate best agreement with 13% of I0. The reported
findings open interesting questions about the exact illumination on
the sample and the modeling considerations that might be relevant
for reproducing experimental data.

We solvated a hen egg-white lysozyme unit-cell (PDB 1HEW)
containing eight asymmetric units (25 072 atoms in total) and fol-
lowed the evolution of the disulfide bonds in the Cystine amino-
acids with CR/MD simulations. We model both the pump and
probe temporal profiles as a Gaussian with 15 fs FWHM. We
simulated various probe delays at two different x-ray intensi-
ties. We fixed the photon energy of the pump and probe at
7152 and 7072 eV, respectively. The experimental and our simu-
lated pulse-averaged S–S bond distances are compared and shown
in Fig. 5.

The highest intensity that we explored (1 × 1019 W cm−2 for
each x-ray pulse) shows good agreement with the experimental data
for probe delays of 40 fs or greater. For shorter delays, our sim-
ulations required a lower fluence of 3.5 × 1018 W cm−2 (roughly
60% decrease) for each pulse to match to the experiment. For both
the intensities we considered, the S–S displacement reaches satura-
tion with higher probe times, which is attributed to the ion caging
effect where neighboring atoms provide a force that limits the bond’s
expansion.5 The discrepancy of the experimental data points near
40 fs could suggest short pulse delays correlate to low fluence in
the focus compared to the measurements carried out at longer time
delays. In Fig. 6, we compare the average ionization of the atoms at
40 fs delay for the two intensities.

Our simulated intensities deviate by roughly a factor of two
from experimental values, showing a better agreement compared

FIG. 5. Pulse weighted relative displacement between the disulfide bond (S–S) as
a function of probe delay. The data are averaged over all disulfide bonds in the unit
cell. Nass et al.5 represent the experimental data. The legend shows the intensity
for each x-ray pulse, pump, and probe.

FIG. 6. Average charge of atoms in the lysozyme crystal as a function of delay for
intensities of (a) 3.5 × 1018 and (b) 1.0 × 1019 W cm−2.

to the theoretical calculations presented in Nass et al.5 The most
notable addition to our simulations is the inclusion of bonded inter-
actions through Morse potentials. Volume integration could also
account for some discrepancies. Assuming a spatial Gaussian pro-
file with a 0.2 μm focus at FWHM and a sample size of 0.5 μm,
we estimate, in the most extreme cases, the crystal is exposed to
non-uniform illumination with a variance of <15%.

In both simulations and experiments, we see that there should
be some correlated motion, which is understood from the relatively
small variance for short delays compared to the longer delays. Thus,
the variance will put a limit on the achievable resolution. Therefore,
using our model, we provide estimations of the maximum attainable
resolution.

IV. RESULTS: APPLICATION OF THE MODEL
AND PREDICTIONS
A. Fragmentation dynamics of a methane cluster

In this scenario, we investigate the radiation damage during
an XFEL single particle imaging experiment on a methane clus-
ter consisting of ∼45 k atoms, which serves as a model system
for biological macromolecules, such as proteins and viruses. Pre-
vious experiments have been done on fragmentation dynamics in
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methane clusters,44 and recently, there has been an increased inter-
est in coherent imaging of nano-clusters that turn into plasma.45

To study the cluster’s damage evolution, we envision an x-ray
pump–probe scheme of delays ranging 0–100 fs with an intensity of
1019 W cm−2 and 8 keV photon energy with a 15 fs duration flat-top
temporal profile. We constructed a non-crystalline cluster by plac-
ing atoms randomly over a spherical volume limited by their van
der Waals radii to match a density of 0.4 g/cm3. Later, we mini-
mized the structure using the steepest descent. To describe bonded
interactions, we used Morse potentials and a harmonic angle term.
The parameters for the potentials were extracted from the Opti-
mized Potentials for Liquid Simulations - all atoms (OPLS-AA)
forcefield.46,47

During exposure, we expect surface atoms to experience a dif-
ferent electrostatic environment compared to those located deeper

in the cluster.8,48 In addition, atoms at the surface are less affected by
collisional events and have a higher probability of moving into vac-
uum due to the reduced number of neighbors. For a small cluster,
the ratio of the number of core to surface atoms is small. Assum-
ing a screened Coulomb potential dictates the interaction of the
entire cluster is not an appropriate approximation since surface
atoms are less screened. For a bigger system, where the ratio of the
number of core atoms to surface atoms is large, the dynamics is
dominated by the screened potentials. CR simulations assume all
free-electrons remain trapped inside the environment, which con-
strains the smallest cluster size that we can consider to keep this
assumption valid. To address this question, we begin by studying the
resulting cluster charge for various probe delays, shown in Fig. 7(a).
Based on these observations, in Fig. 7(b), we calculate the electro-
static potential expected from a charged sphere using Eq. (16) from

FIG. 7. Collisional radiative simulation results for a methane cluster exposed to 8 keV photon energy, 1019 W cm−2 intensity, and 15 fs FWHM duration x-ray pump–probe
pulses. (a) Average hydrogen and carbon charge at three different time delays (0, 40, and 100 fs). (b) Comparing the photoelectron energy (horizontal line) to the time-evolution
of the cluster’s electrostatic buildup based on the ionizations predicted on the 0 fs delay-case, assuming all photoionized electrons escape.

FIG. 8. Mass density including hydrogen and carbon of a 5.5 nm methane cluster as a function of distance, probe delay, and distance from the center of mass. The density for
each probe delay is averaged during the probe–pulse duration. A resolution of 5 Å was used to sample the radius of the sphere. The left figure corresponds to a simulation
without electron–ion coupling, and the right figure is with electron–ion coupling.
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the time-evolving ionization assuming electrons escape and com-
pare to the kinetic energy from primary photo-ejected electrons. We
conclude that a cluster with a radius of 5.5 nm builds up enough
electrostatic potential energy to trap photoionized electrons within
2 fs of the x-ray pump and probe.

To investigate x-ray-induced damage dynamics, we focus on
the probe–pulse averaged electron density as a function of distance
from its center of mass (COM) shown in Fig. 8, and we contrast
the results with and without electron–ion coupling. As time evolves,
more outer layers of the cluster are removed indicated by the reduc-
tion in the density close to the surface and occupation of larger
distances from COM than the initial radius of the cluster. The den-
sity is largely intact up to the 100 fs probe delay. We conclude that
the effect of the electron–ion coupling using a resolution of 5 Å pro-
vides a negligible difference. We further investigated the different
fragments that are produced during the coherent imaging of the sys-
tem. Fractional ion yields, as shown in Fig. 9, provide information
regarding the fragments with which the specific net-charge exist. We
again contrast including/excluding electron–ion coupling. At short
time scales, the two models are similar for the early probe delays of
0 and 20 fs probe delays, but they deviate at longer delay times. Com-
paring the 0 and 100 fs time delays, the ion yield are significantly
different but exhibit similar densities at the computed resolution
of 5 Å.

B. Discussion on the effect of electron–ion coupling
on SPI and SFX

The breakup of a sample exposed to x-ray radiation encodes
structural information that can be captured from trajectories, kinetic
energies, and mass over charge ratios. The dynamics of possible
fragments or ions depends on the structure and the deposition
of energy from the x-ray pulse. In our MD model, the latter
is mediated via three main channels: (1) changes to the ioniza-
tion levels of the atoms, (2) free electrons included in an implicit
way to screen electrostatic and non-bonded interactions, and (3)
ion–electron coupling that dictates the energy exchange between
these two species. For comparison with fragmentation experi-
ments, it is relevant to assess the effects of the x-ray laser, on
short (≤100 fs) time scales, and the heating, on picosecond time
scales.

We began by studying the effect of including/excluding
electron–ion coupling in the damage simulations for the case study
on water presented in Sec. III A. For the time scales of interest, which
ranged 25–75 fs, the effect of electron–ion coupling did not yield sig-
nificant differences in the dynamics (data not shown). We explored
a second case presented in Sec. IV A related to the ion yield from
a methane cluster at various probe time delays. These results are
presented in Fig. 9.

For higher intensities, the distribution of ion yield starts to
differ earlier. The change in ion yield for the simulation without
electron–ion coupling saturates shortly after pulse, where the rate
of change is small. However, with coupling the distribution contin-
uously changes. This is because after the pulse has terminated, the
simulation without coupling will not be pumped with energy any
more, while in the other case, electrons will continue to transfer their
kinetic energy to ions. This enables the creation of new mass/charge
fragments through the ions having higher kinetic energies since the
charge states change very slowly after the pulse.

FIG. 9. Difference in the resulting fractional ion yield in a methane cluster due to a
15 fs XFEL pump pulse with XFEL probe delays 0 fs in (a), 20 fs in (b), and 40 fs in
(c). The solid lines correspond to simulations with electron–ion coupling, and the
dotted lines are without electron–ion coupling.

We conclude for a 15 fs pulse that the dynamics in the
sample, as detected in an SPI experiment on a photon detector
through coherent diffraction, is not much affected by the mecha-
nisms modeled through the electron–ion coupling. The pulse has
the largest effect on the dynamics through the change of charge
states and the free electron distribution. Even though electron–ion
coupling does not affect time scales relevant for coherent imag-
ing with x-ray laser, the thermodynamics of the system in the
MD simulation will not reproduce the CR ones if the coupling
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FIG. 10. Ion temperature for the methane cluster given by the CR simulation for
(a) 0 fs probe delay and (b) 100 fs delay.

is omitted. We calculated the ion temperature as given by the
CR calculations and MD using with and without electron–ion
coupling, as shown in Fig. 10. The MD contains hybrid screen-
ing as developed in the theory section and charge states from
the CR data. We conclude that including electron–ion coupling
provides much better agreement with the CR simulations. It is
clear that for long time scales, on the order of picoseconds,
electron–ion coupling should be included for spherically expanding
plasma.

V. CONCLUSION AND OUTLOOK
We have presented a method (MOLDSTRUCT) to compute

photon–matter interaction for x-ray lasers, implemented in the clas-
sical MD code GROMACS with an addition of collisional-radiative
calculations that take into account dynamical changes in the ion and
electron dynamics. The method is able to simulate a great variety
of samples in different conditions that are explored using high-
intensity x-ray lasers. We have compared our theoretical method to
two experiments, on bulk water and protein crystals, and we see a
quantitatively good agreement. Therefore, we believe that the code
will be important in order to assess the limits of experiments and to
understand if experiments with sensitive samples have been affected

by radiation damage. It is particularly important to assess structural
changes due to damage in time-resolved experiments, since these
changes might be interpreted as biological function. The code is
presently being used to compare theoretical results to several SFX
experiments.

We envision that the model could be directly compared
to an experiment where a small molecule crystal49 is stud-
ied using an x-ray pump–probe scheme at an XFEL. By hav-
ing a sample containing heavier atoms, which scatter strongly,
the atomic movement can be followed as a function of probe
delay by analyzing the scattering data using Patterson functions.50

The Patterson function is a real space quantity, which is pos-
sible to extract from both experiment and the model presented
here.

The strengths of the model are that we can access long time
scales in large-scale samples. We use a continuum model for elec-
trons, which allows the simulated time steps to be about 10× longer
compared to the models following explicit electrons, thus provid-
ing a computational gain. We are able to include processes such
as electron–ion coupling and also dynamically modify forces with
screening and changes in the ionization. The model allows the study
of local damage, which is important for protein radiation-damage
sensitive parts, such as in metalloproteins. One limitation of the
model is that it treats electrons as a gas that instantly thermalizes
and does not follow the explicit dynamics of the electrons. Further-
more, our continuous electron model starts with the assumption
of a homogeneous distribution and modulates the local interac-
tions between charges with global factors. Any unisotropy atomic
dynamics or local effects that would occur in this model will only
be dictated by the geometry of the system and local atomic struc-
ture. The fast electron dynamics can be modeled with Monte Carlo
methods, while the thermal electrons could still be modeled as
a gas.51 Another limitation of the presented model is that it is
currently suitable for large samples, which can be described by a
plasma phase, where the electrons are trapped and lead to a non-
thermal heating of the sample. For simulating small systems, such as
small proteins, we are developing a hybrid Monte Carlo/molecular
dynamics model, which is applicable for modeling amino acids and
proteins.
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