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Photo-doped states in strongly correlated charge transfer insulators are characterized by d-d and
d-p interactions and the resulting intertwined dynamics of charge excitations and local multiplets.
Here we use femtosecond x-ray absorption spectroscopy in combination with dynamical mean-field
theory to disentangle these contributions in NiO. Upon resonant optical excitation across the charge
transfer gap, the Ni L3 and O K absorption edges red-shift for > 10 ps, which is explained by a
simultaneous Hartree shift and a renormalization of the local interactions. Furthermore, below the
Ni L3 edge an additional signature is identified for < 1 ps, which reflects a transient nonthermal
population of local many-body multiplets. Overall, the photo-doped state differs significantly from
a chemically doped state. Our results demonstrate the ability to reveal excitation pathways in
correlated materials by x-ray spectroscopies, which is relevant for ultrafast materials design.

Strongly correlated materials host some of the most
intriguing states of matter due to the competition be-
tween interaction-induced localization and the itinerant
nature of electrons, and they are therefore ideal candi-
dates to realize material control on ultrafast timescales
[1, 2]. Paradigmatic examples are Mott and charge-
transfer (CT) insulators, whose optical properties are de-
termined by the charge transfer between the ligand (typ-
ically p) and the correlated orbital (typically d) states
[3–5]. Element- and site-selective information on many-
body states in such materials can be obtained by resonant
soft x-ray absorption and emission spectroscopies [6]. A
comparison of core level absorption edges and their fine
structure with cluster calculations [7] or dynamical mean-
field theory (DMFT) [8, 9] can provide detailed infor-
mation about the CT gap, Coulomb repulsion [7, 10],
d-d multiplet excitations, and the hybridization between
the ligand and correlated orbitals [11, 12]. Furthermore,
ligand absorption edges probe the itinerant states [11],
whose nature is crucial for understanding the low-energy
physics in chemically doped systems [13–15].

Femtosecond time-resolved x-ray spectroscopy is sensi-
tive to low energy excitations and transient energy shifts
[16–21]. It is, thus, a potentially powerful tool for in-
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vestigating photo-excited non-equilibrium states in Mott
and CT insulators. Recently, a strong sub-gap excitation
has been shown to modify the gap size during the pulse
both in cuprate [22] and nickelate [23, 24] CT insulators.
These effects can be attributed to photo-manipulations of
the screening environment [22], the magnetic order [23],
or the hybridization between correlated and itinerant or-
bitals [24], coined dynamical Franz-Keldysh effect [25].
A natural open question is how this picture changes in
the case of resonant excitations, which create long-lived
charge carriers in the conduction band, and lead to so-
called photo-doped states which may host various non-
trivial quantum phases [26–29]. To understand these
states, and to potentially design targeted excitation path-
ways, it is important to clarify the different nature of
the charge carriers in photo-doped and chemically doped
states, and to disentangle effects such as band shifts due
to dynamical screening [30, 31] and charge redistribution
between orbitals [30, 32–34] from the dynamics of Mott
excitons or electronic d-d excitations [35–38].

In this Letter, we demonstrate how time-resolved x-ray
absorption spectroscopy (XAS) in combination with non-
equilibrium dynamical mean-field theory (DMFT) [40,
41] can help to achieve this goal for the paradigmatic
CT insulator NiO. We identify long-lived energy shifts
and lineshape modifications in the excitonic peaks at the
Ni L3 and O K absorption edges, and link them to or-
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FIG. 1. (a) Transitions by the optical pump hνpump and the
X-ray probe hνprobe which is delayed by ∆t. (b) Ground
state (blue squares) and pumped (red circles) XAS at the O
K (left) and Ni L3 edges (right) for ∆t = 0.5 ps and 4 mJ/cm2

fluence. The pumped XAS are modeled based on the static
XAS (green line), see [39]. The gray data show the pump-
induced difference ∆XAS vertically offset.

bital occupations and the screening environment. The
observed spectral changes at the O K edge reveal differ-
ences in the nature of photo-doped and chemically doped
holes. In addition, we resolve a short-lived Ni L3 pre-
edge feature that represents many-body multiplets, i.e.
Hund’s excitations. Since these phenomena are repre-
sentative of generic charge transfer insulators, our results
show how time-resolved XAS can reveal relevant informa-
tion on the excitation pathways in this material family.

Figure 1(a) shows a sketch of time-resolved XAS at
the Ni L3 (2p3/2 → 3d) and O K (1s → 2p) edges.
The experiments were performed at room temperature at
the Spectroscopy and Coherent Scattering (SCS) instru-
ment of European XFEL using a pump-probe setup with
an effective time resolution of 80 fs [21, 42, 43]. Laser
pulses with 4.7 eV photon energy, 35 fs pulse duration,
and 0.8-4 mJ/cm2 fluence were employed to pump NiO
above the CT gap. This pumping involves excitations
from the O 2p states to the upper Hubbard band (UHB),
see Fig. 1(a) and Ref. [39]. Figure 1(b) depicts the O K
and Ni L3 XAS signals before and after photoexcitation
at a pump-probe delay of ∆t = 0.5 ps, with the pump-
induced difference ∆XAS shown by the gray dots. We
find a spectral shift to lower X-ray photon energies, as
indicated by the derivative-like shape of ∆XAS. We also
measured the time dependence at fixed photon energies
at both edges, see Fig. 2(a). Exponential fits to these
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FIG. 2. (a) Time-dependence of ∆XAS for photon energy
539 eV (O K) and 849.9 eV (Ni L3), with exponential fits
(lines), for the excited charge carrier density dn = 0.9% (see
[39] for the determination). (b) ∆XAS at the O K and Ni
L3 edges for 4 mJ/cm2 fluence at the indicated ∆t and offset
vertically. The gray lines show results obtained by a shift ∆E
and broadening ∆Γ of the static spectra, see [39]. The best
fit is used to determine these two parameters. (c) ∆E and
∆Γ at the O K and Ni L3 edges from fits in (b) as a function
of dn determined at ∆t = 1 ps.

transients, convoluted with 80 fs time resolution [21], in-
dicate a rise time of 210 ± 110 fs for 0.8 mJ/cm2 pump
fluence at the Ni L3 edge and 420 ± 90 fs at the O K
edge. These energy shifts build up, reach a plateau at
both edges within less than 2 ps, and decay on longer
timescales.

In a first analysis we compare the spectra of the photo-
excited system to curves modelled by a red-shift ∆E and
a broadening ∆Γ of the static spectra, c.f. Fig. 2(b). In
Fig. 2(c) we plot the best fit ∆E and ∆Γ at ∆t = 1 ps as
a function of the excitation density dn, i.e., the density
of pump-excited electrons relative to all valence electrons
(see [39] for the determination of dn from the pump flu-
ence). The changes in the broadening (or, since Γ ∝ 1/τ ,
the changes in the lifetime) are larger for the itinerant p
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than for the d electrons [21, 39]. While some parts of the
spectrum can be reproduced by the shift and broaden-
ing, there are important differences: This includes parts
of the O K spectrum around 536 eV, as well as an ad-
ditional pump-induced feature in the pre-edge region of
the Ni L3 edge (see vertical arrow in Fig. 2(b)), which
decays within 3 ps. We will now provide interpretations
of the shifts and of these additional features.

We first argue that the shift is a generic consequence
of photo-doping in CT insulators, which arises simulta-
neously from (i) dynamical screening of the Coulomb in-
teraction parameters on the transition metal site, and
(ii) nonlocal Coulomb interactions between photo-doped
ligand holes and electrons in the core and valence or-
bitals (Hartree shift). As a first illustration, consider a
simple cluster consisting of a valence (d), core (c), and
ligand (p) orbital, with only density-density Coulomb in-
teractions Udd, Ucd, Upd, Ucp, but no p-d hybridization.
Upon photo-excitation, the XAS energy for the transi-
tion from the core level to the valence d level will shift like
∆EXAS = [∆Udd+∆εd−∆εc−∆Ucd]+[∆Np(Upd−Ucp)];
here the first square bracket is due to the change of the
local interactions (Udd, Ucd) and level positions (εd, εc)
by modified screening [30, 31], while the second term is
a Hartree shift due the addition of ligand holes (∆Np =

Np −N (0)
p is the change in the total ligand occupation).

To demonstrate that such Coulomb shifts prevail be-
yond the simplistic atomic model, we perform a lattice
simulation which includes both a microscopic description
of dynamical screening and Hartree shifts. We employ a
minimal model for a CT insulator, including one transi-
tion metal d orbital and two oxygen p orbitals per unit
cell. The hopping between the d and p orbitals tdp, the
crystal-field splitting ∆dp and Coulomb interaction pa-
rameters are adjusted to match the equilibrium spec-
tral function of NiO, see [39] for details. To capture
the strong correlations from the Hubbard interaction Udd

and the photo-induced changes in screening, we use the
GW+EDMFT formalism [30, 44, 45]. We simulate the
photo-excitation by a time-dependent electric field pulse.
The XAS signal is calculated by solving an auxiliary im-
purity problem that includes an additional core-level with
a lifetime 1/Γ (Γ = 0.05 fs−1); see [46] for details. X-ray
energies are measured relative to the position of the main
excitonic resonance |Ec| in the equilibrium spectrum.

In the simulation, the photo-excited charge carriers
quickly relax to the edge of the charge-transfer gap
and are then trapped due to kinetic constraints. While
the full GW+DMFT simulations are restricted to short
times, previous DMFT simulations for a comparable gap
demonstrated a long (ps) lifetime of the photo-doped
charge carriers [47]. We therefore expect that also the
XAS signal will not change much on this scale, and can
be compared to the long-lived experimental signal in the
photo-doped state. The results in Fig. 3 confirm an al-
most rigid red-shift of the XAS line after photo-doping.
The relative importance of the Hartree shift and dynam-
ical screening does not affect this qualitative behavior,

- 1 0 1
0

4

8

1 2

1 6

XA
S (

no
rm

.)

ω -  | Ε c |  ( e V )

  E q .      d n = 0 . 3 6 %  
        

( a )

- 1 0 1
- 1 . 0

- 0 . 5

0 . 0

0 . 5

∆XAS

ω -  | Ε c |  ( e V )

( b )

 d n = 0 . 3 6 %

0 1 2 3
- 8 0
- 6 0
- 4 0
- 2 0

0

∆E
 (m

eV
)

d n  ( % )

 U c p = 0  e V
 U c p = 1  e V

( c )

0 1 2 3

- 1 5 0
- 1 0 0
- 5 0
0 ∆Γth  (meV)

 U c p = 0  e V
 U c p = 1  e V

( d )

FIG. 3. (a) Calculated equilibrium XAS (blue) and photo-
doped XAS (red line) at photo-doping dn = 0.36% and a delay
of ∆t = 7 fs after the pulse, with the photo-induced change
∆XAS in (b). Shift ∆E (c) and lifetime change ∆Γ (d) of
the exciton peak versus photo-doping dn determined from the
calculations for the given values of the core-oxygen interaction
Ucp and Udd = Ucd = 7.5 eV.

but only the magnitude of the shift (compare the results
for Ucp = Upd = 1 eV, when the Hartree shifts in the
atomic model would cancel, and Ucp = 0, in Fig. 3(c)).
This indicates that the Coulomb shift of the XAS exciton
is a generic feature of photo-doped systems, which arises
jointly from dynamical screening of the local interactions
and Hartree shifts.

Moreover, the theory analysis shows that the shift in-
creases linearly with the photo-doping density and then
saturates (Fig. 3c), which is in qualitative agreement with
the behavior in the experiment (Fig. 2(c)). A notable
qualitative difference to the experiment is that the spec-
tra in the simulations do not broaden, but become even
more narrow (c.f. Figs. 1(a) and Fig. 3(a)). This may
be because the simulation does not capture additional
scattering channels which can lead to a change of the
lineshape of the exciton, such as nonlocal spin fluctua-
tions.

An interesting question is whether time-resolved
XAS can disentangle the different contributions to the
Coulomb shift. If one would assume a cancellation of
the Hartree shifts (Ucp = Upd) and no screening of Ucd,
∆XAS would measure mainly the change of the Hub-
bard interaction ∆Udd, as concluded previously for LSCO
[22]. However, the observed energy shifts (see Fig. 2(c))
of less than 100 meV are small compared to the inter-
action parameters, so that a statement on the detailed
origin of the shift would require a precise knowledge of
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Udd, Ucd, Upd and Ucp, which is beyond the capability
of current first principles approaches such as constrained
RPA [48]. Nevertheless, our analysis proves a high sen-
sitivity of ∆XAS to the microscopic interactions, and
therefore shows that time-resolved XAS can give infor-
mation on various Coulomb parameters and their changes
upon photo-doping that is not easily obtained otherwise,
including the nonlocal terms Upd and Ucp which are often
neglected even in equilibrium [6, 10].

Having interpreted the red-shift of the L3 edge in terms
of Coulomb shifts, we now focus on the pronounced ad-
ditional pre-edge feature in the Ni L3 ∆XAS at ∆t =
0.25 ps (Fig. 4(a)), which is absent at the longest delay
times (compare Fig. 2(b)). This motivates a theoreti-
cal treatment of the actual, richer multiplet structure of
NiO beyond our simple charge-transfer insulator model.
There are two electrons in two eg orbitals forming a high-
spin state due to the Hund coupling JH . A full sim-
ulation of a multi-orbital charge transfer insulator goes
beyond the scope of the current study (some nonequi-
librium DMFT results are presented in [39]). However,
it was shown in Ref. [46] that the positions of the exci-
tonic resonances in the photo-excited XAS are still well
reproduced by atomic limit calculations, and their rel-
ative amplitude allows to measure the time-dependent
weight of the different local multiplets in the full many
body state on the lattice.

In the atomic limit, we label the local many-body mul-
tiplets as Nd, where N refers to the occupation and d to
the spin state, with d = h for the high spin, d = l for
the low spin and d = s for the intra-orbital singlet. The
main XAS resonance in the two-orbital half-filled Hub-
bard model corresponds to the transition 2h → 3d, where
the underline indicates the presence of a core hole. After
the photo-excitation additional transitions can be acti-
vated due to the presence of low spin doublons (2l or
2s) or holes (1d) on the nickel d orbital. In particular,
the additional photoinduced resonances due to Hund ex-
citations include 2l → 3d and 2s → 3d and they appear
JH = 1 eV or 3JH = 3 eV below the main excitonic
peak (Fig. 4(b)) [35, 37, 49]. Remarkably, the experi-
mental Ni L3 ∆XAS pre-edge feature perfectly matches
the energy of the transition 2l → 3d, see Fig. 4(a). This
observation provides a proof-of-principle that transient
XAS allows us to directly monitor the occupations of lo-
cal many-body states after a photo-excitation. There are
no obvious signs of the 2s → 3d transition at lower energy,
as it presumably would only appear at even shorter ∆t
and/or higher pump frequencies and photodoping. For
the core-valence interaction Ucd = Udd = 7.5 eV, the
2l → 3d Hund side peak is degenerate with the transition
1d → 2h. However, one would expect that holes on the
Ni site will undergo a CT relaxation to the ligands on the
femtosecond timescale, so that the 1d-initial state would
have a much shorter lifetime than the observed satellite.

Finally, a comparison of photo- and chemical doping
is instructive. Chemical doping leads to the appearance
of a pre-edge feature at the O K edge [50] while such a

- 2 0 2
- 0 . 6

- 0 . 3

0 . 0

0 . 3

∆X
AS

 (n
orm

.)

ω -  | Ε c |  ( e V )

( a )

5 6 7 8 9 1 0
- 4
- 2
0
2
4 ω - |Εc | (eV)

U c d  ( e V )

( b ) 2 l  → 3 d
 2 s  → 3 d
 1 d  → 2 h
 1 d  → 2 l

FIG. 4. (a) Experimental Ni L3 ∆XAS at ∆t = 0.25 ps and
dn = 0.86% (points) with modelling as in Fig. 2(b) (grey line),
and expected many-body multiplet transitions extracted from
the atomic limit of a two-band Hubbard model (vertical lines).
(b) Shifts of the relevant photo-induced transitions, relative to
the main excitonic resonance 2h → 3d, with the core-valence
interaction Ucd.

pre-edge peak is absent at the Ni L3,2 edges [51]. Photo-
doping produces the opposite result, i.e., absence of a
pre-edge feature at the O K edge (which by comparison
to [50] would be expected at 527 eV), and presence of
such a feature at the Ni L3 edge. While the theoretical
discussion above can provide an explanation of the Ni
pre-edge feature, the two-band Hubbard model does not
describe the O edge. Nevertheless, the fact that the O K
spectra cannot simply be described by a shift and broad-
ening is consistent with the existence of photo-doped
holes on the O sites, while the difference between chemi-
cally doped and photo-doped spectra is a key observation
which shows that photo-doped holes differ in nature from
chemically dopes holes: they might occupy different p-d
hybrid orbitals (such as non-bonding configurations in-
stead of the Zhang-Rice singlets), or there may exist ex-
citonic correlations between photo-doped electrons and
holes.

In conclusion, we showed that photo-doping by above
charge-transfer gap excitations in NiO results in charac-
teristic transient signatures in XAS. These are (i) en-
ergy shifts of the excitonic peaks of several 10 meV
for photo-doping on the order of 1%, which persist for
tens of ps due to the long lifetime of the photo-doped
state, and (ii) many-body multiplet excitations, observed
here in the Ni L3 pre-edge region, which decay on a
sub-ps timescale. We demonstrated a good qualitative
agreement between the XAS measurements and a simple
model for charge-transfer insulators, which shows that
energy shifts resulting from photo-induced changes in the
electrostatic Hartree energy are a generic feature in tran-
sition metal oxides. We also concluded that screening
induced changes in the interaction strengths play a role
in determining these shifts. Our work furthermore es-
tablishes that XAS of photo-excited states is sensitive to
the interaction between core electrons and ligand holes,
which is important for a quantitative interpretation of the
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spectral changes. All these observations reveal generic
signatures of charge-transfer insulators, so that our work
provides a basis for a systematic analysis of these micro-
scopic phenomena in this important class of materials.
Finally, we note that the disentangling of non-equilibrium
multiplet effects from time-dependent renormalizations
of interaction parameters and Hartree shifts may help in
the design of tailored excitation protocols for reaching
specific photo-doped states.
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[15] J. Ba la, A. M. Oleś, and J. Zaanen, Physical review let-
ters 72, 2600 (1994).

[16] C. Stamm, N. Pontius, T. Kachel, M. Wietstruk, and
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